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ABSTRACT 

 
In a competitive market, the desire for companies to provide quality products and/or uninterrupted 

services to satisfy customers and stay afloat in business is on ever increase. However, machine 

failure often leads to unprecedented downtime, impeding the production process and affecting 

businesses adversely. One big challenge companies face is to optimally utilize machine's 

remaining useful life while at the same time reducing downtime to “acceptable low” duration. 

Technological advancements have been leveraged in many ways by manufacturing industries, one 

of the ways being the use of sensors to capture large volumes of data representing the health state 

of manufacturing machines/components. The insight embodied in collected data guides the 

decision process for system maintenance. A prominent analysis approach that has become 

increasing reliable is using machine learning to mine insight from data and use it to support 

decision making. 

 

In this research, we train machine learning models in python using labeled time-series data 

collected on production machinery, and use the trained models to predict possible machine failure 

the next day, thus reducing the risk exposure of employees and improving the manufacturing 

process. By testing our models on validation dataset, the Multilayer Perceptron neural network 

reliably out-performed the other models with an accuracy score of 99.99994%. This model if 

validated with recent data and deployed would provide inside on system failure before it happens. 

As a result, this will lower the cost of maintenance as planning can be done with relative ease,  

increase system availability since system failure becomes predictable and other measures can be 

taken before failure occurs, and ensure reduced customer dissatisfaction that results from long 

system downtime. 

 

Keywords: Machine learning, neural networks, big data, prediction, maintenance. 
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1. INTRODUCTION

1.1 General introduction

Machines are an integral part of every economy and their impact on the daily lives of in-

dividuals cannot be overemphasized. They have become ubiquitous and are found in many

sectors of life: medicine production, food processing, breweries, textile industry, aeronautics,

etc. From the processing of pure mineral water, fruit juices, milk, and other dairy products,

machinery plays a key role. Companies often strive to operate their machines at optimal

capacity, producing quality products and/or services to satisfy their customers. However,

the production chain sometimes faces some challenges which interrupt the smooth running

of the machines. These include errors like the failure of a machine hardware component or

the entire machine system, failure of a software program controlling the operations, human

error, and at times network errors that prevent machines from communicating.

The failure of a machine due to one of the aforementioned reasons or any other reason

often interrupts a process. This impedes the business unit from achieving its goals and in some

circumstances, system failure poses security danger. A system failure may lead to companies

incurring losses which may be high. For example, in batch processing, if a machine fails in the

middle of a batch cycle, this leads to production losses as the final products become faulty.

System failure also impacts customers negatively. This is because the company becomes

unable to satisfy customers’ demands, leading to a strained customer relationship. Some

business units even lose clients in favor of competitors due to system failures. In the case of

airplanes, the failure of the system can be catastrophic and even claim human lives.

In recent years, advancements in technology such as MTConnect have made it possible to

capture and store large amounts of data about online machines’ parameters with the help of

sensors. Some operational parameters are fluid pressure, current, rotation speed, vibrations,

and flow rate. Companies make use of these data to develop data-driven solutions which

give them a competitive advantage in the global market. These data when analyzed, provide

stakeholders with rich pieces of information like the effectiveness of the equipment, machine

up-time, and capacity utilization. The analysis of these data could be used to monitor the

machine’s health in real-time while it is online and take appropriate action as needed.

The concept of predictive maintenance has gained increasing attention in recent years
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as companies strive to reduce operational costs and improve the quality of their prod-

ucts/services. As suggested by Figure 1.1, investments in predictive maintenance is in order

to take advantage of the low maintenance cost incurred. Cambridge Advanced Learner’s

Dictionary (Third Edition) defines maintenance as the work needed to keep a road, building,

machine, etc. in good condition. According to Traini et al. (2019), “Predictive Maintenance

is a method to monitor the status of machinery to prevent expensive failures from occurring

and to perform maintenance when it is required.” The traditional maintenance practice has

been run-to-failure. This approach fully utilizes the useful life of the machine but often leads

to unwanted downtime. In predictive maintenance, one seeks to use historical data and make

prognostics on when a system would fail so that corrective measures can be taken to avert

the failure or at least mitigate the impact of its occurrence. It is a proactive approach that

forecasts maintenance well ahead of time, reducing the downtime that normally results from

system failure.

Fig. 1.1: Comparative costs of system maintenance approaches

Collected data about manufacturing machines’ parameters and the errors encountered

over time can be used to predict future errors. The field of predictive maintenance focuses on

using such data to forecast the occurrence of an error in a system. In this research, we use data

about machine failure downloaded from Kaggle (2020): an online platform with resources for

training different models and competitions; to build machine learning and Artificial Neural

Network algorithms that predict failure in the company’s production chain.
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1.2 Background of the study

The economies of most developing and developed countries rely heavily on the use of ma-

chinery for diverse purposes including production, automobile, and security. In production,

for example, companies often strive to produce quality goods at optimal capacity to meet

up with demand. Also, in the area of security, the maximum availability of machinery used

is of utmost importance. In some cases, the machines used are very expensive. Unknown

system downtime and service unavailability are often caused by the failure of a machine in

use. Maintenance issues can be completely different and the predictive information to be

fed to the predictive maintenance module has, in general, to be tailored to the particular

problem at hand. This justifies the presence in the literature of many different approaches

to predictive maintenance (Luo et al., 2013).

The simplest approach to dealing with maintenance is the Run-to-Failure (R2F) approach

where maintenance interventions are performed only after the occurrence of failures. But it

is also the least effective one, as the cost of interventions and the associated downtime af-

ter failure are usually much more substantial than those associated with planned corrective

actions taken in advance (Susto et al., 2014). The efficient management of maintenance

activities is becoming essential as it decreases the costs associated with downtime and de-

fective products, especially in highly competitive advanced manufacturing industries such

as semiconductor manufacturing (Simidu, 2001). The predictive maintenance of the indus-

trial machine is one of the challenging applications in the new era of Industry 4.0. Thanks

to the predictive capabilities offered by the emerging smart data analytics, data-driven ap-

proaches for condition monitoring are becoming widely used for early detection of anomalies

on production machines (Borgi et al., 2017). Many predictive models have been proposed

to mitigate hard drive failures but failure prediction in real-world operational conditions

remains an open issue. Failure could be caused by unpredictable events, for example, the

improper handling of a device happening occasionally in an environment maintained by an

expert. However, this alone cannot explain why the high performances of failure prediction

models that are found in the literature have not mitigated the problem further(Aussel et al.,

2017). Machine learning-based predictive modeling is to develop machine learning-based or

data-driven models to predict failures before they occur and estimate the remaining use-

ful life or time to failure (TTF) accurately. Accurate TTF estimation plays a vital role in

predictive maintenance or PHM (Prognostic and Health Management) (Yang et al., 2017).

In time series analysis, it is assumed that the data (observations) consist of a systematic

pattern and stochastic component; the former is deterministic, whereas the latter accounts

for the random error and usually makes the pattern difficult to be identified. Previous re-
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searches usually equate stochastic component to system error and then simply discards it

to not complicate the statistical analyses. However, the stochastic component potentially

includes interesting and meaningful information; it must be treated with caution. It is for

this reason that outlier detection becomes a hotspot research issue in recent years (Yu et al.,

2014).

With the evolving new technological trends and growing system complexity, focusing on

failure when designing systems for the next generation is vital. A particularly big concern

is ensuring and maintaining high availability of the entire infrastructure. This is extremely

important because failure to have a prior knowledge of the potential system failure might

result in the following: firstly, failure of any hardware component within the infrastructure

might not only result in a temporary data unavailability but in some extreme cases lead to

permanent data loss. Secondly, market forces and technology trends may combine to make

hardware system failures occur more frequently in the future. Thirdly, the size of hardware

storage systems in modern large-scale high-performance computing infrastructures grow to

an unprecedented scale with thousands of storage devices, making component failures even

more difficult to detect. While there are several traditional fault tolerance techniques for

dealing with and mitigating the impact of failures, there is a critical need to understand the

future failure pattern and behavior of real systems(Elliott et al., 2012). Such an understand-

ing will not only help evaluate the future failure of system component by fine-tuning the

existing techniques, but will aid in the design and development of new mechanisms(Bashir

et al., 2019). Predictive maintenance is often conducted by those in the industry. Most

industry work is not published such as the predictive maintenance system for Verizon’s cell

towers(Sennaar, 2020).

While acknowledging that there is considerable literature out there on predictive mainte-

nance, every implementation addresses the problem differently as algorithms need parameter

tuning with various datasets. This study seeks to operationalize big data in real-time and

translate it into actionable insights for managing production machines. We establish key per-

formance indicators of machine failure based on a dataset downloaded from Kaggle (2020).

Kaggle is a website that launches competitions for machine learning practitioners around the

globe. It is a host to datasets used for building various machine learning algorithms to solve

live challenges in different fields. Their datasets could be simulated or collected for a given

purpose. One of the datasets is the Machine Failure data which we use in this project. In

this research, the chosen machine failure data is used to build both machine learning and

Artificial Neural Network models that predict machine failure. Insight from the research

could be adopted and fine-tuned by any production company using their dataset and used to

predict system failures in a different setting. It will also serve as a guide to other researchers
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who may embark on the same or similar research.

1.3 Problem statement

Industries often aim at producing or rendering services at optimal capacity. This demands

that their machinery be up and running when needed. However, a major problem faced

by these industries is machines breakdown often due to mechanical problems, that result

in undetermined downtime. This reduces efficiency and, in most cases, companies do not

meet up with their production/service set goals. This causes significant costs associated with

service/product unavailability or delays in the production processes. To mitigate system

downtime and unavailability which causes financial losses, stresses customer relationships

among other effects, machine learning and Artificial Neural Network predictive maintenance

models should be employed. These models leverage historical data to predict system failure,

provide information on the type of pre-emptive maintenance required, and when it should be

done. This will enhance maintenance planning which reduces system unavailability.

1.4 Project motivation

Being able to reduce system downtime is the desire of most enterprises which is as old

as the concept of system automation itself. This desire has witnessed tremendous growth

in recent decades partly due to competitive market nature and the ever increase in the

demand of goods and services. To be successful in this competition, companies need to

minimize downtime and meet customers’ expectations in terms of quality of services rendered

and products. Thus, the continuous strive to mitigating system downtime which interrupts

production or service delivery is key while maintaining or aiming to improve product quality

always. Run to failure system maintenance approach often leads to unprecedentedly high

downtime. Also, when scheduled maintenance is conducted, the remaining useful life of the

system is underutilized. These mentioned approaches affect the business considerably as

either service/product delivery is impeded for undesirable time due to system failure or the

remaining useful life of components is underutilized leading financial losses (what the system

would have produced using the remaining useful life is lost when maintenance is carried

out too early). Consequently, the continuous strive for a balance between the two: optimally

utilize resources while at the same time bringing system downtime to an acceptable minimum

(a relative term since the ideal is zero downtime). We attempt to address this issue by mining

data that provides insight to stakeholders, that can guide them on when a machine can fail

as they strive to optimally utilize the remaining useful life of the device.
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Based on this background, the aim of this study is to select and implement algorithms

which predict machine failure in a production chain.The goal is provide a tailored solution

to a specific dataset and strive to achieve better performance of the models in predicting

system failure. Literature suggests that an increase of 2% in performance of a model as

failure prediction is concerned leads to huge sums of money being saved. Insight on failure

determinants or predictors is provided and the performances of different models is evaluated.

Existing research in this field of predictive maintenance is often carried on private company

data and most of these research findings are not out there. This research will enhance the

scheduling of system maintenance by investigating exiting approaches used and aiming to

achieve better results on a given dataset. An achievement of only a 2% increase in predicting

production machine failure by a model can save a company from incurring a huge loss.

Predictive maintenance has a great role to play in realizing industry 4.0 goals which focus on

making manufacturing faster, more efficient and more customer-centric. Christiansen (2020)

notes that “manufacturers’ savings from using predictive maintenance could reach between

$240 and $630 billion globally by 2025”. This is an enticing amount, making the endeavor

worth investing in.

1.5 Objective of the study

1.5.1 General Objective

This study aims to find out the determinants of machine failures in a production chain and

build an optimal system failure prediction model that predicts whether or not a system will

fail the next day.

1.5.2 Specific Objectives

The specific objectives of this study are the following:

• To identify Key indicators associated with system failure from the machine failure data

downloaded from Kaggle.

• To predict production machine failure using machine learning models and identify the

best-performed model on the dataset.

• To compare the performance of traditional machine learning models (SVM,KNN) and

Artificial Neural Network model in system failure prediction for the given dataset,

identifying which performed best.
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1.5.3 Research Questions

In this research, we attempt to provide answers to the following questions:

1. What are the key predictors of system failure in the machine failure dataset obtained

from Kaggle?

2. To what degree of accuracy can production machine failure be predicted within a win-

dow of 1 day by the best performing model?

3. How does the performance of machine learning models in failure prediction compare

with the performance of Artificial Neural Network model for the chosen dataset?

1.5.4 Significance of the Study

Machine maintenance is a practice in which every system owner is likely to invest to en-

sure the efficiency of his /her system. Thus, the findings of this research could be useful

to companies running machines as well as in academia as it will provide findings and high-

light weaknesses which future research focus on addressing. For the industry, the project

will guide stakeholders’ system maintenance scheduling, thus helping to mitigate unplanned

system unavailability. Identifying Key Performance Indicators for system failure from the

data used will serve as a pointer to what should be looked out for when considering data

collected on similar systems. The strengths and weaknesses of the neural network model and

other machine learning models used in the study will be highlighted. This will guide other

researchers researching production system failure predictions on what to consider. To the

clients of the business unit, this research will reduce the dissatisfaction they normally get

due to system failure.

According to Tran (2020), manufacturers often have to deal with up to 800 hours of

downtime annually. An automotive manufacturer makes about $22,000 per minute. This

highlights the loss incurred by a company per minute when its operations are interrupted. A

predictive maintenance system would add value to a company in many ways.

(a) Predictive maintenance eliminates the extra cost incurred from periodic or scheduled

maintenance and maximizes the available time for production. To reduce the inconve-

nience and cost associated with system failures, some companies schedule maintenance

activities periodically. This exercise comes with an extra cost which can be reduced by

employing predictive maintenance techniques or a hybrid model that employs predictive

maintenance in and scheduled maintenance depending on the case being considered.
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(b) Machine failures can be dangerous to the operators and in some cases are deadly or

cause injuries that lead to death. With predictive maintenance, workers’ safety is

improved as dangerous failures are reduced and become more avoidable. With prior

knowledge on the timing of a machine failure, operators can take precautions and avoid

being harmed by a failure if it does occur.

(c) When the predictive maintenance model is deployed in an organization, workers invest

the time which would have been used to conduct excessive maintenance in performing

other tasks. This may lead to an increase in the employee’s output, thus benefiting the

company

(d) Equipment availability and reliability is improved as predictive maintenance minimizes

the number of unexpected failures.

(e) Companies strive to minimize operational costs to remain competitive in the market.

By employing predictive maintenance models, a company can enforce operating cost

optimization.

(f) With predictive maintenance, there is the optimal utilization of machine’s remaining

useful life before a maintenance act is performed. The model guides the scheduling of

maintenance by providing reliable information on when the system would fail. This

leads to the minimization of the remaining useful life that would be wasted to the best

level allowed by the model’s prediction.

1.5.5 Scope of the work

Manufacturing and processing industries aim at producing at optimal capacity. For the

industries to be efficient, the machinery deployed in the production process needs to be readily

available; that is to say, be in good shape and capable of being run. However, unexpected

system failures which in some cases pose safety issues, do render machines unavailable and

bring production to a halt. This often translates to financial losses incurred by the company

and the dissatisfaction of customers as service/product delivery is interrupted. Predictive

maintenance aims at mitigating system unavailability by making predictions about potential

failures that could occur.

This study focuses on classification-based predictive maintenance which aims at establish-

ing if a system being monitored is healthy or unhealthy and would fail in the nearest future.

We use data on machine failure downloaded from the Kaggle website to build failure predic-

tion models. Key Performance Indicators (KPIs) associated with the production machine’s
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failure are determined. Machine learning models like Support Vector Machine (SVM), Ran-

dom Forest, K-Nearest Neighbors (KNN), Decision Tree, and the Recurrent Neural Network

(RNN) - Multilayer-Perceptron (MLP) are developed and used to predict system failure.

Model accuracy for predicting machine failure within a defined window period of 1-day is

evaluated. A comparison of model performance on the dataset is made, identifying each

model’s strengths and weaknesses.

1.5.6 Report organization

This dissertation is structured into five chapters as follows:

• Chapter 1 - Introduction: This chapter introduces the general concept of predictive

maintenance. The main aim of the research and its objectives are outlined alongside

the benefits of such a system to its end users. The chapter clearly states the problem

which we seek to find a solution for and the scope.

• Chapter 2 - Literature Review: In this chapter, related work on predictive main-

tenance is highlighted. By exploring existing solutions, insight into the performance

of different algorithms used to build a predictive maintenance model has been drawn.

Our choice of algorithms is guided by this knowledge acquired.

• Chapter 3 - Implemented Solution and Methodology Adopted: The methods

employed in building the models are presented in this chapter. A description of the

dataset is also done. Here, steps followed to preprocess the data, and the algorithms

used to predict system failure are described.

• Chapter 4 - Results: This chapter discusses the achievements after embarking on

the development process. The outcomes of the project developed are summarized in

this chapter.

• Chapter 5 - Conclusions and future scope: In this last chapter, general conclusions

about the predictive maintenance project are drawn. Recommendations are made on

how it can be improved upon for further enhancement of the project and future works.



2. LITERATURE REVIEW

2.1 Introduction

Industry 4.0 has been greatly embraced by many companies nowadays. Companies strive to

provide quality products and/or services at their optimum capacity – minimizing interruption

of the supply chain as much as possible. However, system failure, is inevitable and often

leads to unprecedented downtime and system unavailability. Some sources of system failure

include network error, software failure, human error, and hardware failure. Leveraging big

data generated daily for sound decision making has become a great tool in recent decades.

As a result, predictive maintenance has witnessed enormous researches being conducted in

which historical data are analysed using various approaches.

New technological trends and increasing system complexity make focus on failure when

designing systems for the next generation vital. Maintaining high availability of the entire

infrastructure is a big concern. The availability and reliability of a system can be improved

by predicting the system component and application failures.

With industry 4.0, enormous amounts of data are captured about machines or its compo-

nents with the use of sensors and this is on a rising trend. With advancements in technology,

failure prediction using machine learning algorithms and neural networks has gained attention

in recent years. Despite the availability of large amounts of data and a variety of powerful

data analysis methods, predictive models developed for prognostic and health management

(PHM) still fail to provide accurate and precise time to failure (TTF) estimates (Yu et al.,

2014).

Martinez et al. (2020). used Random Forest, Long Short-Term Memory (LSTM), and

Gaussian Mixture Model (GMM) to predict system failure and identify the best-performed

model using time series data captured on vehicles by PACCAR. They found out that Ran-

dom Forest performed the best among the used algorithms on their dataset with a recall of

43%. However, they did not perform true feature selection on their dataset with 61 features.

Also, the prediction for the time window to system failure gave poor results. Kanawaday

and Sane (2017) employed Autoregressive Integrated Moving Average and machine learning

technologies to predict system malfunctioning that affected the product quality. Their re-

search focuses only on predicting system failure but does not handle the prediction of time to
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failure of machines. Kolokas et al. (2018) used machine learning techniques to forecast fault

occurrence in a production machine. Their best model could predict a fault 5 minutes to

its occurrence at an accuracy less than 60%. However, they did not categorize the predicted

faults to give insight as to what needs attention. Their predictions only reported if prevailing

system conditions would lead to a fault or no-fault. The information about the type of fault

would greatly facilitate the identification of the fault by experts and ease maintenance work.

They did not equally compute moving averages for a window period (say 5 records) which

could improve on the model performance.

Susto et al. (2014) used a neural network to predict the failure/anomaly of direct current

motors using the motion current signature. Instead of using measured features of the DC

motors, the authors employed a simulation model that generates the training data which

is used to predict the motion current signature for different motor loads. These loads are

grouped into five different classes and either classified as an anomaly or not. Their research

yielded a 97.59% correct classification rate. However, they noted that the probabilities for all

the misclassifications were borderline cases, demanding further work to improve the process.

In the study carried out by Langone et al. (2014), the authors used a non-linear autore-

gressive model to predict the temperature of shaft bearing in a production machine. This

predicted temperature is then fed into a Least Squares Support Vector Machine to predict

future alarms due to excessive heating of the bearings. The model achieved good performance

up to 15 minutes (3 steps) ahead with the prediction performance reducing after 25 minutes

(5 steps) ahead. Trying to predict the machine state for a complete run using the model in

some cases did not yield satisfactory results. The authors also did not use other machine

learning algorithms to evaluate their performances on the dataset and compare it with that

of the developed model.

2.2 Definition of key concepts

2.2.1 Data mining

Data mining is a knowledge discovery process that applies appropriate algorithms to histor-

ical data in order to generate information or insight that would otherwise remain hidden.

The data mining process results in the discovery of patterns in large datasets that drive the

decision-making process. Data mining techniques could be used to solve different categories

of problems including classification problems, regression problems, clustering problems and

prediction problems. A task could either be achieved using supervised learning or unsuper-

vised learning.
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1. a) Supervised learning: In supervised learning, models are trained using labeled

data. The goal of this problem-solving approach is to learn a mapping function that

maps input variables also called predictors to an output variable – the outcome or

predicted. A well-trained algorithm is one that is able to generalize on “unseen” data.

That is, when given new data with only the input variables, the algorithm would

accurately predict the outcome variable. To achieve this, the algorithm is repeatedly

trained using a training dataset and corrected until it learns from the data to predict the

outcome, producing an acceptable level of performance. Supervised learning problems

could be a classification problem or a regression problem. In classification problems, the

algorithm predicts a discrete value (label or class) for each input record, for example

classifying an animal as either a cat or a mouse. On the other hand, a regression

problem predicts output on a continuous scale. An example is predicting the height

of an individual. A good model should remain accurate over time until the nature of

the data changes. In which case, the model needs to be retrained to adapt to the new

changes.

2. b) Unsupervised learning: In this type of problems, the algorithm is fed with

unlabelled data. The training dataset does not contain information about the desired

outcome or correct answer. It is allowed to learn patterns found in the presented data

on its own. A great deal of available machine data is unlabelled. Unsupervised learning

is used to solve problems including clustering, association and anomaly detection.

The problem addressed in this thesis is a classification problem. We employ supervised

learning techniques to achieve desired outcomes.

2.2.2 Predictive maintenance

Predictive maintenance is a technique to forecast the future failure point of a machine compo-

nent, so that the component can be replaced, based on a plan, just before it fails. This helps

to minimize equipment downtime and to maximize the component lifetime(RENOVETEC,

2020). With predictive maintenance, the status of a system is continuously observed and

an alarm raised before failure occurs. This allows system owners to take appropriate action,

preventing or minimizing unexpected failure.

According to Christiansen (2020) “predictive maintenance is a proactive maintenance

strategy that tries to predict when a piece of equipment might fail so that maintenance work

can be performed just before that happens”. The predictions are based on the condition of the

equipment that is evaluated using data gathered captured with various condition monitoring

sensors and techniques.
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Researches that aim to develop predictive maintenance problems employ one of several

approaches. One of the approaches addresses this as a regression problem in which a model

is built to predict the number of cycles left before a machine in-service will fail. Another

approach focuses on developing a multiclass classifier. The model is used to predict if a

machine will fail within a given window period t or within a period [t0, t2] or if the machine

will not fail at all over the entire period t0 to t2, t0 being the start of the period and t2

being the horizon ahead. The third approach is to develop a model that performs binary

classification. This model predicts if a machine will fail within a given window period t or

not. This thesis used the third approach and developed models that predict machine failure.

2.2.3 Time Series Data

In this thesis, we analyse time-series data from a manufacturing company and use machine

learning and Artificial Neural Network techniques to predict machine failures. Time series

is data with a sequence structure with a time dimension that can be discrete or continuous.

Also, the values recorded can either be discrete or continuous. A time series X = {x(t)|1 ≤
t ≤ m} is a sequence of d-dimensional observations vector x(t) =

(
x1(t), x2(t), ..., xd(t)

)
ordered in time.

Mostly these observations are collected at equally spaced, discrete time intervals. It is

called a univariate (or single) time series when d is equal to 1 and a multivariate time series

when d is equal to or greater than 2(Yang and Shahabi, 2004). Time-series data consist of

data points recorded over equally spaced time intervals. The time could be in any measuring

unit of time such as second, minute, hour, day, week, month, etc. Time-series data can be

stationary or nonstationary and its structure is better understood through time-series

analysis. A stochastic process φ(t) is said to be strictly stationary if the joint distribution of

φt1 , φt2 , ..., φtn is the same as the joint distribution of φt1+k, φt2+k, ..., φtn+k for all n, t1, ..., tn

and k. In other words, shifting the time origin by an amount k does not affect the joint

distribution because it depends only on the intervals between t1, ..., tn called lag. The bias

for such a distribution is zero. Time series data can also be said to be “weakly stationary”

or “second-order stationary”. A process is called “second-order (weakly) stationary”

if its mean is constant and its auto-correlation coefficient (ACF) depends only on the lag, so

that

E(φ(t) = µ and Cov(φ(t), φ(t+ τ)) = γ(τ).

No assumptions are made about the higher moments than those of the second order. By

letting τ = 0, the variance is implied to be constant. Here, τ is the time lag and γ is the

autocovariance function(Robinson, 2009).
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2.2.4 Data leakage

Data leakage is when information from outside the dataset is used to create a machine learning

model. This information allows the model to learn something that is normally not found in

unseen data, leading to a drastic change in model performance. The model behaves like one

that is overfitted. Similar to the concept of overfitting, data leakage leads to models that

appear performant on the training data but do not generalize on unseen data at inference

time(Yang and Shahabi, 2004; Robinson, 2009). Data leakage could be caused by a feature

that is present in the training dataset but absent in the test dataset. It could also be as

a result of duplicate records found in both the training and the test dataset. That is, the

training model sees the information that it will, later on, need to predict in the test dataset.

This is a consequence of poor splitting of the data into training and test sets. By using

features whose values change over time, data leakage can also occur. This often happens

when data used for model construction is retrieved directly from a database. A feature may

be updated with time and this would affect the behavior of the model drastically.

Data leakage is a concept that needs to be taken into consideration when dealing with

predictive maintenance problems given that most of the data are unbalanced and need to

be resampled. In preprocessing our data, we apply general guidelines for mitigating data

leakage to ensure our models were not overly optimistic.

2.2.5 Data imbalance

Imbalanced data is talked about in a classification problem when the number of observations

per class in not equally distributed. A class referred to as the majority class often has a

large number of observations while the minority class(es) has/have a much fewer number

of observations. With data imbalance, many machine learning algorithms are subject to a

frequency bias during training in which they lay more emphasis on learning from observations

in the majority class(Luigi, 2020; Jordan, 2020; Choudhury, 2020).



3. METHODOLOGY

3.1 Approach

Data mining is a field that applies various techniques to extract knowledge or insight from

large volumes of data. Data mining applies different paradigms to analyze secondary data and

extract information or/and make predictions. By developing models, the knowledge gained

by them through the training process could be applied to perform analysis of streaming

data and take informed, data-driven actions. Data mining models can be classified into

two categories: predictive model – which studies patterns in historical data and can make

predictions; and descriptive model - which provides summary statistics of the data. Machine

Learning applies different algorithms: neural networks, clustering techniques, and tree-based

algorithms to mine knowledge from data. In this research, we employ machine learning and

Artificial Neural Network techniques to address the machine failure prediction problem. To

achieve this goal, our actions are guided by applying the following steps: data preprocessing,

model selection based on research on existing methods and metrics, model training and

validation, and testing and evaluating model performance scrupulously. The algorithms are

optimized by conducting parameter tuning for best performance. This process is followed by

result interpretation with the final step being using the interpreted results for further action.

3.1.1 Data Collection and preprocessing

Data used for this research is secondary data. Historical time-series data that contain 24 dif-

ferent parameters of machine components( 23 potential predictors and 1 outcome), measured

in time-slots of one day from December 2008 to June 2017 is obtained from Kaggle.com.

Obtained data is messy containing 16 numeric and 4 categorical attributes that have null

values. For numeric attributes, the mean values for the respective features having nulls

have been used to replace the null values while for the categorical features (Parameter1Dir,

Failuretoday, Parameter29am and Parameter23pm) null values are replaced with the re-

spective modes of the features.

In order to achieve one of the objectives which is to identify Key features that deter-

mine machine failure, feature analysis is conducted to determine a reduced set of features
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that best captures the variance in the data. Using Scikit-learn’s Principal Component

Analysis (PCA) module, we identify that 17 of the 23 predictors capture almost 100% of

the variance in the independent variable as shown in Figures 3.1a and 3.1b. That is to

say, about 100% of the contribution of the independent variables to the dependent vari-

able is captured by 17 features. This guided us on the number of features to consider.

Using three algorithms: ExtraTreesClassifier from Scikit-learn’s ensemble package; Se-

lectKBest algorithm with fclassif score function, and Recursive Feature Elimination all

from Scikit-learn’s feature selection package; 13 features from the independent variables of

the dataset (capturing about 94% of total variance in the data) were selected based on

a majority vote from the three algorithms. The features Max Temp, Leakage, Electricity,

Parameter1 Speed, Parameter4 9am, Parameter4 3pm, Parameter5 9am, Parameter5 3pm,

Parameter6 9am, Parameter6 3pm, Parameter7 3pm, Failure today,RISK MM were iden-

tified as the first 13 features with higher influence on the dependent variables as voted by

the three algorithms used for feature selection. Although the PCA showed that 17 features

captured almost 100% of the variance in the data, we discovered after performing seasonal

decomposition of the data as shown in Figure 3.3, that most of the features were noisy(the

residual component in orange color is high). In the Figure 3.2, the top layer in blue repre-

sents the actually observed measurement, the green shows the Trend, that is how that values

change over time, the red shows seasonal fluctuations of the values and the orange is the

noise or residual component. As a result of the presence of noise in the data, we further

reduced the dimension to reduce part of the noise affecting the model’s performance.,

Fig. 3.1: Cumulative explained variance vs number of features
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Fig. 3.2: Bar chart showing dataset feature importance

Fig. 3.3: Seasonal decomposition of Parameter43pm

Feature selection has advantages which include:

(i) By identifying and using only fewer features, the algorithm used trains faster since
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there is less data to handle.

(ii) Feature selection reduces redundancy from the data by removing some noise. This

reduces the chances of model overfitting.

(iii) The accuracy of the model might increase since some misleading data is removed.

3.1.2 Applicable Algorithms

Machine learning models will be trained with the dataset and used to predict if the system

will fail the following day or not. The supervised machine learning models: Support Vector

Machine (SVM), Random Forest (RF), K-Nearest Neighbors (KNN) and Decision Tree clas-

sifier are used to predict system failure and their performances compared. The performances

of these models are also compared with the performance of the Multilayer perceptron model

on the dataset. In model evaluation, we consider the metrics Area Under the Curve (AUC),

accuracy, precision and recall of the models. Since we are dealing with imbalance data, the

key metric being considered is recall. Recall will give us a fraction of the relevant instances

of machine failure that are correctly predicted by the algorithm. This is key as a large value

of accuracy resulting from correctly predicting the majority class (normal state of machine)

can mislead us to think the model is doing a great job whereas it is not. We use gird search

cross validation to perform parameter tuning in order to improve on model performance and

report best parameters obtained.

3.1.3 Classification

A classification problem seeks to categorize data into predefined classes or groups. A classifi-

cation algorithm learns from a given dataset and when a new data point is fed into the trained

algorithm, it classifies it into one of the classes based on similarities. During the training

process, a function is established which maps data points to a discrete output variable.

3.1.4 Random Forests Classifier

According to Cutler et al. (2007), a Random Forest is a tree-based ensemble with each tree

depending on a collection of random variables. More formally, for a p-dimensional random

vector X = (X1, X2, ..., Xp)
T representing the real-valued input or predictor variables and

a random variable Y representing the real-valued response, we assume an unknown joint

distribution PXY (X, Y ). The goal is to find a prediction function f(X) for predicting Y .

The prediction function is determined by a loss function L(Y, f(X)) and defined to minimize
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the expected value of the loss EXY (L(Y, f(X))) where the subscripts denote the expectation

with respect to the joint distribution of X and Y .

Intuitively, L(Y, f(X)) is a measure of how close f(X) is to Y ; it penalizes values of f(X)

that are a long way from Y . Typical choices of L are squared error loss:

L(Y, f(X)) = (Y − f(X))2 for regression and zero-one: loss for classification

L(Y, f(X)) = I(Y 6= f(X)) =


0 if Y = f(X)

1 otherwise

A random forest classifier performs recursive binary partitioning of the predictor space by

applying a sequence of binary splits on each predictor. The “root” node of a Random Forest

comprises of all the predictor space. “Leaf nodes” refer to nodes on the tree that are not

split. They terminate the partitioning process with each leaf node belonging to a particular

class.

3.1.5 Support Vector Machine (SVM)

A support Vector Machine is a supervised learning model widely used in the discipline of pat-

tern recognition for classification purposes. A classification problem often seeks to obtain a

decision surface or line that separates data points into different classes. The best separating

hyperplane is that which separates the data points into classes with the maximum margin

around the separating hyperplane. Data points which lie closest to the hyperplane are called

Support Vectors. A Support Vector Machine is an algorithm that efficiently learns in a

high dimensional space and finds an optimal solution for the positioning of the separating

hyperplanes/line. In a classification problem, during the training process, an SVM produces

a discriminant function that can be used to predict labels for new data records. Awad and

Khanna (2015) state that SVM offers a principled approach to machine learning problems

because of its mathematical foundation in statistical learning theory. SVM constructs its

solution in terms of a subset of the training input. It has been extensively used for classifica-

tion, regression, novelty detection tasks, and feature reduction. SVM stores all the training

data in memory during the training process until it finds the optimal parameters. Once these

optimal parameters are found, the SVM only needs the Support Vectors when predicting new

observations. It has reduced computational time for testing and storage.

3.1.6 Multilayer Perceptron (MLP)

Multi-Layer Perceptron (MLP) is a type of feed-forward neural network. It consists of a

series of interconnected nodes called neurons which are grouped into layers. Each neuron
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can receive multiple inputs from the previous layer, and each input has a weight. The sum

of the weighted inputs is modified by a non-linear function, called the activation function,

which allows the MLP to approximate non-linear functions. An MLP does not make any

prior assumptions about the distribution of the data(Gardner and Dorling, 1998).

3.1.7 Decision Tree Classifier

Decision tree is a supervised machine learning approach used to solve both regression and

classification problems although its greater use is for classification. The structure of a decision

tree classifier consists of a root node, internal nodes which represent the parameters/features

of the dataset having two or more branches which represent the decision rules, and the leaves

which are the decisions or final outcomes. The best attributes for selecting the root node

and sub-nodes are chosen using a technique called attribute selection measure (ASM). Two

of the most used ASMs are Gini Index and Information Gain. Gini index measures the

impurity or purity of a dataset attribute. An attribute with a low Gini index is good for use

to split a decision tree. Information gain calculates how much information an attribute gives

concerning a class. It measures changes in entropy after a dataset is segmented based on an

attribute. Decision tree algorithm always tries to maximize the value of the information gain

and a node or attribute with highest information gain is split first(Javatpoint, 2020).

3.1.8 K-Nearest Neighbors (KNN) Classifier

A KNN classifier is a supervised machine learning technique that considers the similarities

between a new case and existing categories and puts the new case into the class to which it

is most similar. This algorithm is memory consuming as it stores all the available categories

into memory during the training phase. It is a non-parametric algorithm and does not make

any assumptions about the underlying dataset. To classify a new data point, KNN calculates

the Euclidean distance of the K-nearest neighbors to the new point. It then assigns the new

data point to the class to which the highest number of neighboring data points belong.

3.1.9 Evaluation Metrics

Machine Learning models have different metrics used to evaluate how well they achieve the

tasks they are built to perform. Some of these metrics are precision, recall, accuracy, Receiver

Operating Characteristic (ROC) curve, and Area Under the Curve AUC. The evaluation

metrics recall, precision score, ROC-AUC, confusion matrix were used to determine the

performance of developed models on unseen data. Considering the fact that the data was

imbalanced, we used precision-recall curve since they are appropriate for evaluating model
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performances in the case of imbalanced data. Recall will give us a fraction of the relevant

instances of machine failure that are correctly predicted by the algorithm, and therefore

tell us how well the algorithm is predicting the failure instances. F -Measure or F1 score

calculates the harmonic mean of the precision and recall. It is considered harmonic mean

because both precision and recall are rates. While F1 score measures model performance for

a specific threshold, the area under a precision-recall curve summarizes the performance

of a model over a set of threshold values.

The confusion matrix is used to measure the performance of a classification model

where the output belongs to two or more classes. It represents prediction output in a form

showing the true/actual values against the predicted outcome. Information gotten from a

confusion matrix can be used to compute recall, precision, sensitivity, accuracy, and ROC-

AUC. The elements of a confusion matrix are True Positive (TP), False Positive (FP), True

Negative (TN), and False Negative (FN).

• True Positive (TP): A prediction is called True Positive if the predicted value is

true and the actual value is true. For example, predicting that a machine fails for a

given observation and it turns out that the state of the machine for that record is true.

Another example would be correctly predicting that a woman is pregnant.

• False Positive (FP): is a Type 1 Error committed by the prediction model. The

model predicts value as positive for a data record but the actual value corresponding

to the record is negative. That is, it predicted positive and it is false. For example, a

model predicts that a machine failed of which the machine did not fail.

• False Negative (FN): It is also referred to as Type 2 Error. The predicted value is

negative but the actual value is positive. For example, incorrectly predicting that a

machine will not fail. Another example is predicting that a woman is not pregnant but

she is.

• True Negative (TN): Predicted values as negative and turns out to be negative. For

example, predicting correctly that a machine will not fail.

Recall: It measures how many of the true positives were found (recalled). That is, out

of the records belonging to the positive classes, how many were correctly predicted. In

predictive maintenance, recall is a good measure of model performance since the data is

always unbalanced. The higher the recall, the better the model performance. Recall is

computed using the following formula.
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Recall =
TP

TP + FN

Precision: It measures what fraction of the returned hits were true positive. It addresses

the question of what proportion of positively classified instances was correct. The formula

for calculating precision is as follows.

Precision =
TP

TP + FP

Accuracy: It is the fraction of prediction that the classification model got correctly. It

can be calculated using the mathematical formula:

Accuracy =
Number of correct predictions

Total number of predictions
=

TP + TN

TP + TN + FP + FN

ROC Curve and AUC

A ROC curve is a graph showing the performance of a classification model at different

thresholds. It plots the True Positive Rate(TPR) against the False Positive Rate(FPR).

TPR is computed using the formula for computing recall.

TPR =
TP

TP + FN

False Positive Rate: is calculated mathematically as

FPR =
FP

FP + TN

Area Under the Receiver Operating Characteristic Curve (AUC) measures the entire area

under the ROC graph and provides an aggregate measure of performance of the model for all

the classification thresholds. The value of AUC lies between zero and one. The greater the

AUC value is than 0.5, the better the performance of the classification model. An AUC value

of 1 depicts a “perfect” model. The closer the AUC value to 0, the poorer the performance

on the model is. A model with an AUC value equals 0.5 has no class separation capability.

That is, its discrimination capacity to differentiate between the positive class and the negative

class(es). An AUC value of 0 implies the model predicted all data points belonging to the

negative class as positive and all those belonging to the positive class as negative.
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3.2 Exploratory Data Analysis

The dataset used to conduct this research was obtained from the website bigml.com(Bigml,

2020). The sample machine failure data consists of machine parameters recorded every day

from the 1st of December 2008 to 24th June 2017. It has a total of 142193 observations and 24

attributes. Sensors were used to collect different measurements related to the machine’s state

as it operated. The original dataset consists of five categorical variables: Parameter1 Dir,

Parameter2 9am, Parameter2 3pm, Failure today, Failure tomorrow. The target vari-

able of interest is “Failure tomorrow”. This feature is categorical with “Yes” corresponding

to observations during which the machine failed and “No” corresponding to observations

where the machine was online and running normally. The data had no additional informa-

tion describing the features. Table (3.1) presents the features and their datatypes.
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Tab. 3.1: Description of data features

S/N Feature Description Data Type Number of Nulls

1 Date

A date-time feature show-

ing the date and the time at

which the data observation

was recorded

Date 0

2 Min Temp

The minimum temperature

of the system recorded for a

given day

Numeric 637

3 Max Temp

The maximum temperature

of the system recorded for a

given day

Numeric 322

4 Location The location of the system Categorical 0

5 Leakage Machine fluid leakage Numerical 1406

6 Evaporation Fluid evaporation Numerical 60842

7 Electricity
Numerical value of the ma-

chine’s electricity used
Numeric 67816

8 Parameter1 Dir

This recorded the direction

of a moving part of the ma-

chine

Numeric 9330

9 Parameter1 Speed
Recorded the speed of the

part
Numeric 9270

10 Parameter2 9am
A categorical feature read

every at 9am using a sensor
Categorical 10013

11 Parameter2 3pm
A categorical feature read

every at 3pm using a sensor
Categorical 3778

12 Parameter3 9am
A numerical feature read

every at 9am using a sensor
Numeric 1348

13 Parameter3 3pm
A numerical feature read

every at 3pm using a sensor
Numeric 2630

14 Parameter4 9am
A numerical feature read

every at 9am using a sensor
Numeric 1774

15 Parameter4 3pm
A numerical feature read

every at 3pm using a sensor
Numeric 3610
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16 Parameter5 9am
A numerical feature read every at 9am using

a sensor
Numeric 14014

17 Parameter5 3pm
A numerical feature read every at 3pm using

a sensor
Numeric 13981

18 Parameter6 9am
A numerical feature read every at 9am using

a sensor
Numeric 53657

19 Parameter6 3pm
A numerical feature read every at 3pm using

a sensor
Numeric 57094

20 Parameter7 9am
A numerical feature read every at 9am using

a sensor
Numeric 904

21 Parameter7 3pm
A numerical feature read every at 3pm using

a sensor
Numeric 2726

22 Faillure today
A categorical feature with two values “Yes”

if system failed today and “No” otherwise
categorical 1406

23 Risk MM
A numeric value attribute specifying the risk

associated to system failure
Numeric 0

24 Failure tomorrow

A categorical variable that indicates if a

record of machine attributes corresponds

to the machine failing the next day or

Not.“Yes” for machine will fail and “No” to

mean normal state of the machine

Categorical 0

The data was imbalanced with the number of healthy operation records far greater than

faulty records. Only 31877 records of the entire dataset had observations value“Yes” for

failure, making 22% of the entire records. Data imbalance often harms the model’s predic-

tion accuracy and generalization performance. The target variable “Failure tomorrow” was

converted to a binary with 1 representing “Yes” and 0 representing “No”. To raise an alarm

before the occurrence of a failure, models developed would predict if a machine will fail the

next day or not. This future prediction would make system operators to be aware that the

system is about to fail soon.

The original dataset contained missing values as shown in Table 3.1. After careful ob-

servation of the data, we replaced missing values for numerical features with their respective

mean values. For null values of the categorical features, we used the respective modes.
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Fig. 3.4: Percentage representation of records corresponding to normal machine working conditions

and failure condition

Fig. 3.5: Distribution of the different variables
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3.2.1 Underlying assumptions

In our analysis, we made the following assumptions:

• A basic assumption in time series analysis is that some aspects of the past pattern will

continue to remain in the future.

• Also under this setup, often the time series process is assumed to be based on past

values of the main variable but not on explanatory variables which may affect the

variable/system.

• In the time series analysis, it is assumed that the data (observations) consist of a

systematic pattern and stochastic component; the former is deterministic, whereas the

latter accounts for the random error and usually makes the pattern difficult to be

identified.

3.3 Programming technology and programming tools used

To carry out data analysis, the following programming tools have been used

• Jupyter Notebook running on Python 3.7.2

• Pandas ‘0.19.2’ and Numpy ‘1.11.2’ for data wrangling and analysis

• Matplotlib ‘1.5.3’ and Seaborn ‘0.7.1’ for visualization

• Scikit-learn ‘0.18.1’ for machine learning algorithms



4. MAIN RESULTS

This chapter summarizes the results achieved by using the dataset to train and classify

the health state of the machines using both machine learning and Artificial Neural Network

models. We trained 5 machine learning models and used them to predict if a machine will fail

in one day or not given its current conditions. We employed five machine learning algorithms:

Decision tree classifier, Random Forest Classifier, K-Nearest Neighbours classifier, Support

Vector Machine and one neural network – Multilayer perceptron to perform the classification

tasks.

The dataset used comprised of 142193 observations/records in total collect each day from

December 1st 2008 to 24th June, 2017. In the process of model development, the data

was split into three parts: training set which made up 60% of the entire dataset (85315

records), 20% for the validation set (28439 records) and the test set comprising 20% of the

data (28439 records). Since we are dealing with predictive maintenance problem, following

recommended practices found in literature, the first 85315 records of the time-series data

were taken to be the training set, the next 28439 records as the validation set, and the last

segment was taken for the test set. This is so because wear and tear of machines occur

over time and the characteristics change as the machine degrades. Thus, a machine’s state

today is closely related to yesterday’s state than its state five months ago. By splitting the

data in this manner, the degradation pattern is easier for a model to learn as oppose to a

situation where the dataset is split randomly. The training dataset was used to train and

fine-tune the different models. Each model’s validity was checked by using it to predict the

outcome of the machine using the validation dataset and then confirming the performance

on the test dataset. It is important to note that due difficulties running the algorithms on

limited infrastructure, parameter tuning using GridSearchCV algorithm was not conducted

as desired. Several attempts witnessed models running continuously for over 24 hours if

internet connectivity did not fail. Thus, we reduced the set of values used during parameter

tuning in order to arrive at some results. The trained models and their performances on

the ‘unseen’ dataset are summarized in the section that follows. It is worthy to note that

for tree-based algorithms used (Decision Tree classifier and Random Forest Classifier), the

models recorded quite a different behavior as predicting machine failure is concerned. Of the

13 predictors chosen, one is ”RISK MM”. When we used the dataset containing this variable
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as part of the predictors, both the Decision Tree and Random Forest Classifiers recorded

100% accuracy on the validation and test datasets. But once the ”RISK MM” variable was

removed from the predictors, these two algorithms did not perform well, recording a recall

of only about 45%.

4.1 Decision Tree Classifier

Bellow is the summary of performance metrics for the Decision Tree Classifier

Tab. 4.1: Summary of performance metrics for the Decision Tree Classifier

Model Name Machine Precision Recall F1 Score Accuracy AUC

Condition

Decision Tree
Failed (1) 1.0 1.0 1.0

100%
1.0

Classifier
Normal (0) 1.0 1.0 1.0

The decision tree model after training on the train dataset recorded an accuracy of 100%

in prediction for the unseen dataset for both validation and test cases. Table (??) summa-

rizes the metrics of the classifier on the unseen or test dataset. This shows that the model

generalizes well on unseen data. Figure (4.1) shows the confusion matrix of the decision tree

classifier. All the records belonging to normal operating conditions (records in the test data

with value 0) for the machine were correctly identified and predicted as well as the records

during which the machine witnessed a fault (with value 1). Figure (4.2) shows a plot of the

Receiver Operating Characteristic (ROC) curve the area under the curve for the decision tree

classifier. As expected, the area under the curve (AUC) equals 1. One metric of great im-

portance when solving a classification problem using imbalance data is the recall. In Figure

(4.3), the precision-recall curve for the decision tree classifier is shown.
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Fig. 4.1: Confusion matrix for decision tree classifier

Fig. 4.2: Receiver Operating Characteristic Curve and Area Under the Curve (ROC-AUC) for de-

cision tree classifier
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Fig. 4.3: Precision-Recall curve for decision tree classifier

4.2 Random Forest Classifier

Bellow is the summary of performance metrics for the Random Forest Classifier

Tab. 4.2: Summary of performance metrics for the Random Forest Classifier

Model Name Machine Precision Recall F1 Score Accuracy AUC

Condition

Random Forest
Failed (1) 1.0 1.0 1.0

100%
1.0

Classifier
Normal (0) 1.0 1.0 1.0

The same training and test datasets were used to train and validate the performance of

the random forest classifier. As shown in Table (4.2) the model had similar performance to

the decision tree classifier on the unseen data as it recorded a 100% accuracy. Appendix B

shows the ROC-AUC curve and the precision-recall curve for this model. It is worthy of note

that this research was conducted using big data which tends to favour the performance of

some models.

4.3 Support Vector Machine Classifier (SVM)

Bellow is the summary of performance metrics for Support Vector Machine classifier
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Tab. 4.3: Summary of performance metrics for the Support Vector Machine classifier

Model Name Machine Precision Recall F1 Score Accuracy AUC

Condition

SVM Validation Set
Failed(1) 0.99 0.82 0.90

96%

parameters tuned
Normal (0) 0.95 0.82 0.90

SVM Test with
Failed (1) 0.99 0.83 0.90

0.96%
0.998

tuned parameters
Normal (0) 0.96 1.00 0.98

SVM Validation No
Failed (1) 1.0 0.36 0.53

85%

parameter tuning
Normal (0) 0.84 1.0 0.91

SVM Test No
Failed (1) 1.0 0.40 0.57

88%
0.981

parameter tuning
Normal (0) .087 1.0 0.93

The support vector classifier when run without parameter tuning, an accuracy score of

88% was obtained on the test dataset. The recall for our desired class (machine failure) is only

0.4 for the test dataset. This value is close to the recall of 0.36 obtained for the validation

set when the parameters are not yet tuned. This shows that the model does not overfit

but generalizes well on unseen data. To improve the performance, we used GridSearchCV

to perform parameter tuning for the model. For a limited range of values selected, the best

SVM model obtained scored 96% accuracy on the unseen test data as reported in Table (4.3).

The recall more doubled from a value of 0.40 for the test dataset without parameter tuning

to a value of 0.83, with F1 scores also witnessing an increase from 0.57 to 0.90. We achieved

a generalization capability that is double the one obtained when a model with no parameter

tuning is used as we were able to correctly predict 83% of machine failure cases up from 40%

previously obtained.

Figure (4.4), Figure (4.5) and Figure (4.6) show the ROC-AUC curve, precision-recall

curve and the confusion matrix respectively, for the support vector classifier for both cases:

tuned parameters and parameters not tuned. From Figure (4.6), we see that the model

without tuned parameters misclassified 3452 failure conditions as normal machine conditions.

By performing parameter tuning, the error was reduced and only 973 misclassified cases

obtained, achieving an improvement of over 71.8%.
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Fig. 4.4: ROC-AUC for Support Vector Machine Classifier

Fig. 4.5: Precision-Recall curve for Support Vector Machine Classifier

Fig. 4.6: Confusion matrix for Support Vector Machine Classifier

4.4 K-Nearest Neighbors (KNN)

Bellow is the summary of performance metrics for K-Nearest Neighbors classifier



4. Main results 34

Tab. 4.4: Summary of performance metrics for the K-Nearest Neighbors classifier

Model Name Machine Precision Recall F1 Score Accuracy AUC

Condition

KNN Validation with
Failed (1) 0.91 0.62 0.74

90%

Tuned parameters
Normal (0) 0.01 0.98 0.94

KNN Test with
Failed (1) 0.90 0.65 0.75

91%
0.913

Tuned parameters
Normal (0) 0.92 0.98 0.95

KNN Validation
Failed (1) 0.92 0.62 0.73

90%

No Tuning
Normal (0) 0.89 0.98 0.94

KNN Test Data No
Failed (1) 0.90 0.65 0.75

91%
0.905

parameter tuning
Normal (0) 0.92 0.98 0.95

By building a K-Nearest Neighbours classifier without considering tuning the parameters,

we obtained a validation accuracy of 91% on the test dataset. The recall of this model was

0.61, meaning that the model could only correctly classify 65% of records that represent

conditions during which a machine failure occurred. After conducting parameter tuning of

the KNN, the resulting model had a similar accuracy score of 91% as for the model without

parameter tuning. Also, the recall does not change. It is worthy of note that for the given

data, the performance of the SVM is better than that of the KNN classifier. Figure (??) and

Figure (??) show the ROC-AUC curves and the precision-recall curves respectively, for the

KNN model.

Fig. 4.7: ROC-AUC for Support Vector Machine Classifier
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Fig. 4.8: Precision-Recall curve for Support Vector Machine Classifier

4.5 Artificial Neural Network: Multilayer Perceptron Classifier

Bellow is the summary of performance metrics for the Multilayer Perceptron Classifier

Tab. 4.5: Summary of performance metrics for the Multilayer perceptron Classifier

Model Name Machine Precision Recall F1 Score Accuracy AUC

Condition

MLP Classifier
Failed (1) 0.70 0.47 0.56

83%
0.852

No Tuning
Normal (0) 0.85 0.94 0.89

Validation set

MLP Classifier
Failed (1) 0.77 0.42 0.54

83%
0.873

No Tuning
Normal (0) 0.87 0.97 0.92

Test set

MLP Validation
Failed (1) 1.0 0.97 0.99

99%

Data Tuned
Normal (0) 0.99 1.0 1.0

parameter

MLP Test Data
Failed (1) 1.0 0.98 0.99

99.999...%
0.9999997

Tuned
Normal (0) 0.99 1.0 1.0

parameter

The Multilayer Perceptron neural when trained and evaluated on the validation and test

datasets without parameter tuning recorded 83% accuracy. The recall witnessed a slight drop
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from 47% for the validation set to 42% for the test set.

The parameters of the neural network were then tuned with the following values ob-

tained as optimal: activation = ‘tanh′, α = 0.0001, β1 = 0.9, β2 = 0.999, learning rate =

0.001,solver = ‘adam′, validation fraction = 0.1, batch size = ‘auto′, hidden layersizes =

(50, 100, 50). When tested on the unseen data, the model scored an accuracy of 99.99994%

on the test set, which is very similar to the 99% accuracy on the validation. The model

performed extremely well after parameter tuning as the recall increased from 42% to 98% on

the test set. The closely related accuracy values between the validation and the test datasets

shows the model generalizes very well.

The ROC-AUC curve and the precision-recall and the best parameters of the model are

shown in Appendix C.

4.6 Discussion

In Table (4.6) a summary of the models’ performances is presented. Figure 4.5 shows the

ROC-AUC curves for the MLP, KNN and SVM models plotted on the same pair of axes.

Because of the behavior on the decision tree and the random forest models, we chose to

not report the results but only mentioned them so that further investigation could be done.

Of the three models considered, the Multilayer perceptron gave the best performance of

99.99994% accuracy when validated using the test data. The model we found with the

least performance on the given dataset is the K-Nearest Neighbor Classifier. It recorded an

accuracy score of 91% and recall of only 0.65. We note that due to limited compute power,

attempts to improve model performance through parameter tuning by considering a wider

range of values were unsuccessful. This might have impacted the performances of the SVM

and KNN models positively. The recall scores of 0.65 and 0.83 for KNN classifier and SVM

respectively may have improved if parameter tuning was successfully accomplished using a

wider range of values as desired.

Susto et al. (2014) used a neural network to predict the failure/anomaly of direct current

motors using the motion current signature and motor loads from generated data. These

loads are grouped into five different classes and either classified as an anomaly or not. Their

research yielded a 97.59% correct classification rate. Although we used a different dataset,

we noticed that the best performed model in our case - Multilayer perceptron neural network

scored a 99.999...% accuracy which is a better performance in our predicting system failure.

Kolokas et al. (2018) used machine learning techniques to forecast fault occurrence in a

production machine. Their best model could predict a fault 5 minutes to its occurrence

at an accuracy less than 60%. In our case, we were able to predict machine failure at a
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greater horizon of 1 day. Our best model’s accuracy is almost 100% and therefore generally

performed better. Although we did not use the same datasets, it is clear that our research is

significant as better accuracy scores are obtained.

Tab. 4.6: Summary of performance metrics for the three models

Model Name Machine Precision Recall F1 Score Accuracy AUC

Condition

SVM Test data
Failed (1) 0.99 0.83 0.90

96%
0.998

tuned parameters
Normal (0) 0.96 1.0 0.98

K-NN Test Data
Failed (1) 0.90 0.65 0.75

91%
0.913

Tuned
Normal (0) 0.92 0.98 0.95

parameters

Multilayer
Failed (1) 1.0 0.98 0.99

99.99994%
0.9999997

Perceptron
Normal (0) 0.99 1.0 1.0

Classifier
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Fig. 4.9: ROC-AUC plots for all models used



5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusion

We provided visibility into the actual wear and tear of manufacturing machines for improved

maintenance practices that are less costly. In an attempt to mitigate interruption of the

manufacturing process due to machine breakdowns and to keep systems running, we built

machine learning algorithms and a neural network using historical machine failure data and

used the algorithms to predict anomalies/system health issues one day before they occur. For

the dataset used in this research, we were able to predict machine one day before it happens,

providing useful insight to stakeholders for timely action. The multilayer perceptron classifier

recorded an accuracy of almost 100% (99.99994%) when validated on the unseen test dataset.

The performances of our models were measured using various metrics including accuracy

score, recall and area under the curve values. Because we are dealing with a classification

problem where the data is imbalanced, the ideal metric to focus on is recall. The best

performed model on the dataset scored 99.99994% for accuracy, 99.7% for recall, Area Under

the Curve value of 0.9999997. By tuning parameters for the SVM, we were able to improve

its recall by twice the original value from 0.40 to 0.83. This value is impressive as using this

model, we can predict 83% of machine failures, reducing maintenance cost and disruption of

operations considerably.

5.2 Recommendations and Future Works

This research was conducted using a publicly available dataset with no insight on how the

data was captured or generated. As such, the effects of underlying unknown assumptions on

the performance of the models used cannot be stated. Predictive maintenance model building

being an uphill task, associating insight found in the dataset to real-life maintenance problems

is a challenging process. Domain knowledge from experts that could guide the implementation

of the models used in this research was missing. Future works could use such insight during

data processing and that may improve the performance of the models further.

Another limitation of the research process is that we were unable to get expert knowledge

that could guide us to provide insight as to which system part led to failure. This insight
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is very helpful as it facilitates the diagnosis and repair process. We recommend future work

that could provide insight on the possible part that failed. This would further reduce the

time spent during fault diagnosis and maintenance.

As stated earlier in chapter four, limited compute power restricted the range of values

that were considered when conducting parameter tuning for the SVC and KNN classifiers. A

research that considers an expanded set of values for the parameters could identify possible

parameter combinations that would greatly improve the performances of these two models.

Finally, in this study, we have not leveraged the strength of cascaded multiple machine

learning models to predict system maintenance. Literature suggests that cascading machine

learning algorithms yields better performance when compared to the use of one method. By

leveraging two or more techniques cascaded together, we could further reduce false positive

rate for those models which did not perform at 100% accuracy.
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Appendix B: Random Forest classifier plots

Fig. 5.1: RF classifier

Fig. 5.2: RF classifier

CES
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Appendix C: Multilayer perceptron plots and parameters

Fig. 5.3: Best parameter settings for the multilayer perceptron model

Fig. 5.4: ROC-AUC curve for Multilayer perceptron

Fig. 5.5: Precision-recall curve for the Multilayer perceptron classifier
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Fig. 5.6: Seasonal decomposition of data attribute Risk MM

We see that the data is noisy as shown by the two attributes after seasonal decomposition.

Fig. 5.7: Seasonal decomposition of data Parameter4 3pm
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Appendix D: Pair plot for selected variables

Fig. 5.8: Correlation coefficient matrix for the data independent variables
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Fig. 5.9: Correlation coefficient matrix for the data independent variables

Fig. 5.10: Boxplot of some independent variables
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Fig. 5.11: Visualizing the variation of recorded data for each feature over time

Fig. 5.12: Zoomed in visualization of data feature variation with time
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