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ABSTRACT  

Extensive research on infant mortality (IM) exists in developing countries; however, most of the 

methods applied thus far relied on conventional regression analyses with limited prediction 

capability. Machine learning (ML) methods is new method used to provide accurate prediction of 

the factors associated with IM; however, there is no study conducted using ML methods in 

Rwanda. This study used ML methods to determine factors associated with IM and building its 

predictive models.  

 A cross-sectional study design was conducted using 2014-15 Rwanda Demographic and Health 

Survey. Python software was employed to apply ML methods through Logistic Regression, 

Random Forest, Decision Tree and Support Vector Machine. Multivariate logistic regression was 

employed as a traditional method. Evaluation metrics methods specifically confusion matrix, 

accuracy, precision, recall, F1 score, and Area under the Receiver Operating Characteristics 

(AUROC) were used to evaluate the performance of predictive models.  

Marital status, maternal education, wealth index, sex of child and birth interval was statistically 

significant factors associated with infant mortality. By applying ML methods, our results revealed 

that random forest model was best predictive model of infant mortality with model accuracy 

(84.29%), recall (91.33%), precision (80.31%), F1 score (85.46%) and AUROC (84.20%); 

followed by decision tree model with model accuracy (83.02%), recall (90.97%), precision 

(78.96%), F1 score (84.67%) and AUROC(82.94%), followed by super vector machine with model 

accuracy (68.62%), recall (74.94%), precision(66.97%), F1 score (70.73%) and AUROC (68.55%) 

and last was logistic regression with low accuracy of prediction (61.49%), recall (61.05%), 

precision (62.15%), F1 score (61.59%) and AUROC (61.50%) compared to other predictive 

models. 

 In developing a predictive model, ML methods are used to classify certain hidden information 

that could not be detected by traditional statistical methods. Random forest was classified as the 

best classifier to be used for the predictive models of infant mortality. 

 

Keywords: Infant mortality; machine learning; logistic regression; model accuracy
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CHAPTER ONE 

GENERAL INTRODUCTION 

1.1. Background of study 

Globally, there were 5.3 million infants and young teenagers in the first five years of life in 2018 

and 2.3 million deaths occurred and 1.5 million deaths occurred at age 1 and 11 months, accounting 

for the highest number of deaths worldwide[1]. 

Infant mortality in Sub-Saharan Africa decreased from 182 to 58 deaths per 1000 live births from 

1990 to 2017[2].Infant mortality rate is observed as essential national indicator of health because 

it’s specifically sensitive to structural factors such as socioeconomic development and basic 

living conditions[3]. 

The national preterm birth rate was estimated at 14.9 million babies in 184 countries, of which 

more than one million died mostly from severe premature birth complications. Prematurity was 

the leading cause of death in the first month of life and was a factor in over 75% of early deaths in 

the neonatal period.[4]. 

It is possible to classify child mortality into three categories: perinatal, post-neonatal and neonatal. 

Late fetal death (22 weeks gestation to birth) or death of a child up to 1 week postpartum is 

perinatal mortality. The deaths of children aged 29 days to one year are post-neonatal mortality. 

Neonatal mortality is the death of newborns within 28 days of the postpartum period. Neonatal 

mortality is frequently due to insufficient access to essential medical services during and after 

pregnancy and childbirth[5] 

One of the key health metrics for measuring the efficiency of the health system around the globe 

is the infant mortality rate. The study showed that marital status was a significant proxy indicator 

of post-neonatal mortality factors, such as socio-economic impact and other non-educational 

circumstances. Infant mortality was correlated with post-neonatal mortality, where maternal age 

mortality disparities were greater[6]  
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1.2. Rwanda’s background information 

Rwanda is situated in the area of East Africa and its landlocked nation is 1,200 kilometers from 

the Indian Ocean and 2,000 kilometers from the Atlantic Ocean. It is bordered to the north by 

Uganda, to the east by Tanzania, to the west by the Democratic Republic of Congo and to the south 

by Burundi. It occupies a very varied landscape of 26,338 km2, ranging from the thick equatorial 

forest on the north-western volcanic slopes of the country to the tropical savannah to the east, along 

the Kagera River. The country is divided into five provinces: the Province of the West, the 

Province of the North, the Province of the South and East and Kigali city[7]. 

Since the year 2000, Rwanda has achieved sustained rates of economic growth. GDP grew at an 

average of 7.9 percent per year between then and 2018, and GDP per capita rose from USD 225 

in 2000 to USD 787 in 2018, and the economy grew at 8.6 percent thanks to the strong performance 

of the agriculture sector, which grew at 6 percent, manufacturing, which grew at 10 percent, and 

the services sector, which grew at 9 percent in 2018[8].  

Over the past 10 years, infant mortality has declined gradually, from 86 deaths per 1,000 live births 

in 2005 to 62 deaths per 1,000 live births in 2007-08, 50 deaths per 1,000 live births in 2010, and 

32 deaths per 1,000 live births in 2014-15. Under-5 mortality also decreased during this period, 

from 152 deaths per 1,000 live births in 2005 to 103 per 1,000 live births in 2007-08, 76 per 1,000 

live births in 2010 and 50 per 1,000 live births in 2014-15. Among other factors, reductions in 

infant and under-5 mortality are likely to be due to the implementation of systematic prevention 

of childhood diseases in all health facilities and neighborhood health systems and the introduction 

of new vaccines.[7] 

The Ministry of Health of Rwanda stipulates different steps to improve the condition of health. 

This sector has earned increased government expenditure related to decentralization of the health 

sector by prioritizing reproduction, maternal, newborn and child health during health system 

policies and the incorporation of external health sectors, this combination of various factors has 

played an important role in improving reproduction, maternal, newborn and child health 
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1.3.Problem statement  

Due to strong community engagement and the implementation of strong strategic management of 

children's diseases within health facilities, the introduction of new vaccines and the enhancement 

of nutrition for both mothers and their children, Rwanda has made improvements in infant 

mortality. Infant mortality, however, remains high relative to the Sustainable Development Goals 

(SDG) target of infant mortality of 12 deaths per 1000 live births.[9].  

Various researchers have applied the various models and methods to analyze risk factors for infant 

mortality, mainly methods were logistic regression[10][11] ,survival analyses[12] and multivariate 

decomposition analyses[13]. Those approaches used in infant mortality research have been limited 

to prediction abilities and have not thoroughly clarified the factors that account for the difference 

in infant mortality [14] 

New artificial intelligence approaches, including machine learning, present opportunities to boost 

mortality risk prediction and to classify risk factors for targeting particular interventions. This 

latest statistical application has been found to provide more detailed statistical analysis estimates 

and to use classification algorithms to describe the result variable in terms of the independent 

variables[15]. There is, however, a void in the implementation of machine-leaning techniques in 

Rwanda to examine infant mortality. There is no research performed in Rwanda using the 

techniques of machine learning to examine infant mortality. The use of machine learning 

techniques to evaluate infant mortality in Rwanda can help to recognize the strongest risk factors 

associated with infant mortality and to establish predictive models for infant mortality in Rwanda. 

Therefore, therefore, this research aims to apply machine learning methods based on the 

RDHS2014-15 dataset to analyze infant mortality in Rwanda 
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1.4. Objective of the study 

1.4.1. General objective 

The general objective was to apply machine learning methods based on the RDHS2014-15 dataset 

to analyze infant mortality in Rwanda. 

1.4.2. Specific objectives 

1. To identify risk factors that are strongest associated with infant mortality 

2. To build the predictive models of infant mortality using different classification algorithms of 

machine learning  

3. To compare the performance of different machine learning algorithms for predicting infant 

mortality 

1.5. Research question 

1. What are strongest risks factors associated with infant mortality? 

2. What is performance of predictive models of infant mortality using different classification 

algorithms of machine learning? 

3. Is any predictive model among machine learning algorithm performing better than others 

in predicting infant mortality? 

1.6. Significance of the Study  

The machine learning methods were applied in assessing infant mortality and its risk factor based 

on the RDHS 2014-15 dataset. The study provided information on risk factors for infant mortality 

and the best predictive model in Rwanda for predicting the risk of infant mortality. The Ministry 

of Health and other stakeholders could use the results of this study to plan and implement child 

health intervention programs in Rwanda in order to reduce infant mortality. Furthermore, the 

results of the study may help other researchers recognize the current evidence on infant mortality. 

1.7. Scope and Limitation of the Study  

The study focused on the prediction of the risk of infant mortality in Rwanda by applying machine 

learning algorithms based on the feature attributes selected from the All Births File (BR) 

RDHS2014-15 dataset. Four machine learning approaches, specifically logistic regression, 

Random forest, Decision tree and Support Vector Machine algorithms, were used to develop the 

predictive models of infant mortality. The performance of the predictive models was evaluated 

using evaluation metrics that were used to verify the performance of the predictive model, namely 
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confusion matrix, accuracy, precision, recall, F1 score and Area under the Receiver Operating 

Characteristics (AUROC). The analysis did not take into account variables that in RDHS2014-15 

had several missing values, and multivariate logistic regression was used as an example of 

conventional statistical methods. 

1.8. Ethical consideration 

In this study, Researcher used the secondary data analysis that was carried out after receiving 

ethical approval from the website of Demographic Health Survey.  

1.9. Organization of study 

This research is arranged into five chapters. The first chapter deals with the research history, aims 

and significance of the analysis. The related literature on the use of machine learning in infant 

mortality is discussed in the second chapter. The third chapter deals with the methods of research 

used to create a predictive infant mortality model. The fourth chapter deals with presentation and 

discussion of outcomes. The general conclusion and recommendation are provided in Chapter 

Five. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1. Theoretical review 

Infant mortality is the number of deaths of children under one year of age per 1,000 live births. It 

is an important measure of the well-being of infants, girls and pregnant women. It is connected in 

any given geographical area to a number of factors, including women's health status, the quality 

of and access to medical care services, socio-economic conditions, and public health practices[16]. 

Infant mortality refers to the number of deaths below the age of one newborn infant. Newborn 

deaths are related to the probability of newborns prior to their first birthday [17]. 

Kotsadam et al. (2018) argued that living for newborns in the first year and beyond depends on 

various factors such as maternal health, diseases, access to immunizations, safe drinking water, 

access to food and sanitation, all of which are paramount to reducing infant and maternal mortality 

rates for a more successful quality of life and economic productivity [18]. 

The way to estimate the determinants of child health based on the role of health output and how 

households relate to health inputs and child health was suggested in his theoretical framework. 

Among other endogenous household variables that can be changed by economic and demographic 

choices, he showed how child survival can be perceived. Child survival, such as place of residence, 

public program, price, salaries, desires, marital status, individual biological and economic 

endowment, can be interpreted as directly conditioned on exogenous constraints and 

environmental conditions[19]. 

In their theoretical framework, Mosley and Chen (1984) categorized the determinants of infant 

mortality into five categories, such as environmental pollution, accidents, maternal causes, and 

treatment causes for nutritional status and infant disease. They find that 97% of born children are 

projected to live up to five years of age, but the influence of socioeconomic, environmental and 

biological factors is the driving force behind the decrease in probability of survival. The combined 

sequence of biological markers of proximate determinants of disease and nutritional deficiencies  

[20]. 
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2.2. Conceptual Framework of infant mortality 

Conceptually, one of the most sensitive and commonly used indicators of a population's social and 

economic growth is the infant mortality rate as defined as the likelihood of a living born child 

dying before its first birthday. The empirical structure of child mortality was studied by Mosley 

and Chen (1984), Stressing that differences in infant and child mortality are explained by 

environmental variables that are socio-economic, bio-demographic and household [20]. In this 

study, the below conceptual framework of infant mortality was adjusted based on analytical 

framework of Mosley and Chen (1984).  

 

Figure 2.1: Conceptual framework 
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2.3. The determinants of infant mortality  

The previous study showed that survival analysis was used in Kenya to model child survival and 

found that modern contraceptives are likely to be used by qualified women because this has a 

major impact on reducing the risk of mortality and high mortality rates in low-living households. 

Kids living in rural areas are more likely to die because they are more vulnerable to poverty than 

urban kids  [21]. 

Ntenda et al.(2014) found that providing health services , improving maternal care, neonatal care, 

improving the quality of life in rural areas and improving food intake could reduce infant mortality 

in Malawi[22]. Socio-economic variables such as birth rate, national income, labor force for 

women, healthcare spending and literacy rates for women have been found to affect infant 

mortality [23]. 

The major proximate determinants for both infant and child mortality are bio-demographic 

variables such as marital status, birth order, form of birth and preceding birth interval. The socio- 

economic determinants of schooling, household size and household sex were also found to be the 

most significant determinants of infant and child mortality [24].The variety of socio-economic and 

demographic factors affect infant mortality, such as child sex, mother's age at first birth, birth 

order, pre-birth interval, among others. [25]. 

The variables affecting child mortality at the national level were the availability of health care, 

medical practitioners, poverty, fiscal implications, public sector health policy, national literacy 

status, population welfare programs and fertility. Factors influencing child mortality at the 

household level have been found to be linked to household activity and ability, such as 

socioeconomic status, family cultural and social values, parents ' educational level, fertility 

preferences, and socioeconomic autonomy of women[26]. 

Kong et al,.( 2016) identified several predictors of infant mortality and morbidity, finding several 

pre-term birth factors, apart from gestation and birth weight, that could be associated with risks of 

high mortality and morbidity outcomes [27]. Prematurity factors, congenital causes, injury, other 

illnesses, child illnesses, maternal disorders, Sudden Infant Death Syndrome, lack of oxygen 

during delivery have been shown to cause infant mortality[28] 
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In ECO countries, between 2005 and 2012, Rezaei et al, (2015) studied the key factors influencing 

infant mortality. He concluded that GDP per capita was the key determinant of child mortality, 

public expenditure as a proportion of overall health expenditures and total fertility rate[6]. 

Household-level factors influencing infant mortality are related to the behavior and ability of 

families, such as socioeconomic status, family cultural and social values, parents ' educational 

level, fertility preferences, and socioeconomic autonomy of women[26]. 

While researchers have devoted significant attention to the influence of individual-level variables 

on infant mortality, less is understood about how group characteristics impact children's health 

outcomes, even though they play a prominent role in theoretical models. This research uses 

multivariate and multilevel discrete-time event history analysis to systematically analyze the effect 

of contextual variables on the risk of dying before the age of five, and their relative significance 

in relation to individual variables, using data from the latest round of Demographic Health Surveys 

(DHS) for all countries in sub-Saharan Africa. The findings suggest that some of the community's 

features affect children's mortality risks, beyond the intermediate factors used in this 

investigation.[29]. 

2.4. Empirical review of study 

Data mining techniques such as Decision tree, Random Forest, Help Vector Machine and Naïve 

Bayes algorithms were used to predict infant and child mortality based on 10,641 records from the 

Ethiopia Demographic and Health Survey dataset and the results showed that the random forest is 

a good classifier compared to others with 96.74 percent accuracy, 79.53 percent average accuracy 

in imbalanced train data[30]  

In classifying infant mortality rate, life expectancy at birth, annual population growth, and gross 

domestic product, the decision tree algorithm was applied, and the results showed that annual 

population growth is strongly correlated with the prediction of child mortality. With 97.4 percent 

ROC curve result of the three classes, the model produced has high acceptability in predicting 

child mortality under five years of age[31]. 
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In particular, Random forest and Naive Bayes machine learning techniques were used to prevent 

infant mortality in the Brazilian Northeast and the results showed that the Naive Bayes classifier 

has better performance than the other predictive classifiers with 98.2 percent accuracy performance 

and 92.1 percent receiver operating characteristic ( ROC) region[32]. In order to build a web-based 

child mortality prediction model based on EDHS 2011 data, the classifier decision tree and rule 

induction (using the PART algorithm) were applied and the results found that breastfeeding, 

maternal education, pre-birth interval, low birth weight, family planning, paternal education, 

mother's age at first birth and diarrhea were correlated with child mortality. With 94.3 percent 

accuracy, 93.8 percent sensitivity, 94.3 percent precision and 94.8 percent region under ROC, the 

decision tree model had better results[33]. 

Based on n community-based epidemiological data sets, neural network and decision tree data 

mining techniques were used to predict the risk of child mortality and results showed that child 

mortality was correlated with the climate, household literacy, household health , child age, 

household windows, household water, and even household ethnicity [34]. In addition, machine 

learning techniques have been used to build models that estimate the probability of adverse birth 

outcomes by assessing associated risk factors as a function of the available data. The Self 

Organization Map algorithm has been found to show that child deaths are associated with low birth 

weight, preterm birth, access to prenatal care and other variables [35]. 
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1. Research design 

This study used a cross-sectional study design where machine learning methods were used to 

construct predictive models of infant mortality in Rwanda based on the RDHS 2014-15 dataset, 

namely logistic, decision tree, random forest and support vector machine. Computer leaning 

techniques are typically versatile, non-parametric methods for data predictions or classifications, 

using algorithms to detect data patterns using variable and model selection techniques[36]. By first 

conducting data analysis, the methods construct analytical models to find hidden insights and use 

algorithms that iteratively learn from historical data and help predict unknown data and provide 

the advantages over statistical methods used for forecasts[37]. The algorithm that describes how 

the predictions are made using the raw data is typically defined and can allow for a larger number 

of predictors and high-dimensional data. The basic principle of creating a model that is capable of 

making predictions is predictive modelling, in which such a model involves a machine learning 

algorithm that seeks unique properties to obtain certain predictions from a training and testing 

dataset. 

3.2. Source of data  

The data set used for the study comes from the Rwanda Demographic and Health Survey (RDHS 

2014-15), conducted in Rwanda as a cross-sectional, nationally representative survey. In order to 

obtain existing demographic and health measures, including family planning, maternal mortality, 

infant and child mortality, maternal and child nutrition status, prenatal care, delivery and postnatal 

care, childhood diseases and paediatric immunization, this national survey was performed. 

Domestic violence indicators, the prevalence of malaria and anaemia among women and children 

and the prevalence of HIV infection in Rwanda have also been assessed. The target population 

was females aged 15-49 years from sampled households. The RDHS2014-15 data collection 

fieldwork was conducted from 9th November 2014 to 8th April 2015. 

 

All 492 of the selected clusters were surveyed and the Household Questionnaire was completed 

by all 30,058 households, including 6,069 (20 percent) urban and 23,989 (80 percent) rural. The 

composite sample analysis was used in the surveys to achieve reliable estimates of standard errors 
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and confidence intervals, which compensated for the sampling weight due to multi-stage stratified 

sampling. 

In this analysis, the RDHS2014-15 dataset of all birth files (BR) obtained using the Woman's 

Questionnaire and collected data on mother's birth histories was used[7] 

3.3. Study variables 

The All Births File (BR) RDHS 2014-15 dataset contained 1078 variables with 30058 records. 

The variables were chosen in this analysis based on the study's current literature review. Infant 

mortality was the dependent variable in this analysis, which was described among all children ever 

born as the number of deaths occurring during the first year of life. The independent variables were 

the variables correlated with infant mortality, and 15 variables were reported to be included in this 

analysis, as shown in Table 3.1. 

Table 3.1: List of variables selected to be included in study 

Names of variable Variable coding Type of variable 

Infant Survival Status 
1=Death 

2=Alive 
Dependent 

Place of Residence 
1=Urban 

2=Rural 
Independent 

Marital status 

1=Single 

2=Married  

3= Living with partner 

4=Widowed 

5=Divorced/separated 

Independent 

Maternal Education 

1= No formal education 

2=Primary 

3= Secondary and over 

Independent 

Mother Occupation 
1=Working 

2=Not working 

Independent 

Wealth Index 

1=Low 

2=Middle 

3=High 

Independent 
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Maternal age at first birth 

1= Below 20year old 

2=20-34 years old 

3=35 years old and over 

Independent 

Sex of child 
1=Male 

2=Female 

Independent 

Birth order 

1=1 or 2 birth 

2= 3 or 4 birth 

3=5 births and over 

Independent 

Birth interval  

1= Less 24 month 

2=24 months and over 

3= First births 

Independent 

Children ever born 

1=1-3children 

2=4-6 children 

3= Over 6 children 

Independent 

Breastfeeding 
1=Yes 

2=No 

Independent 

Source of drinking water 
1= Improved 

2=Not improved 

Independent 

Type of toilet Facility 
1= Improved 

2= Not improved 

Independent 

Type of cook fuel 
1= Improved 

2= Not improved 

Independent 

 

3.4 .Study sample size  

The total sample size of this study was 30058 babies born from women aged 15-49 years, based 

on the RDHS2014-15 dataset of all births file (BR). This research included all births. The overall 

number of child deaths was 1952, while 28,106 were live births. 

3.5. Data Pre-processing  

Data processing is a technique for data mining which transforms raw data into a comprehensible 

format. Raw data (real world data) is often incomplete and data cannot be sent through a model. 
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In order to produce the best performance, data preparation is necessary for what is done in machine 

learning algorithms on data[38]. The missing values were substituted by the media and they did 

not include those that had many missing values in this study. 

3.6. Features selection 

The method of reducing the number of variables during the creation of a predictive model is feature 

selection. In data pre-processing, the methods of feature selection may be used to achieve 

successful data reduction. In this analysis, the Random Forest Algorithm was used to determine 

the best features contributing to infant mortality. 

3.7. Imbalanced Data Handling  

The imbalanced data is a special case for the classification problem where the class distribution 

between the classes is not standardized. In this analysis, there was disproportion in the binary 

classification of infant survival variable (Death / Alive). The number of infant mortality was 1952 

deaths whereas there were 28,106 births in living births. We noticed that the dependent variable 

has an imbalance of "Death" and "Alive" proportions. To balance the distribution of groups, the 

Random oversampling approach was used. This is the non-heuristic form of re-balancing class 

allocation by randomly replicating instances in the positive class[39].Random Oversampling 

involves supplementing the training data with multiple copies of some of the minority classes. In 

this study, random over sampling was applied to increase the number of infant mortality in to 

balance with children alive. 

3.8. Methods of analysis  

3.8.1. Multivariate analysis 

Multivariate logistic regression analysis was used to examine the relationship between independent 

variables and infant mortality at a meaningful level of 5% and a confidence interval of 95%. The 

risk factors associated with infant mortality have also been used to classify. 

3.8.2 Methods of Building Predictive Models 

The basic principle of creating a model that is capable of making predictions is predictive 

modelling, in which such a model involves a machine learning algorithm that seeks unique 

properties to obtain certain predictions from a training and testing dataset. 

Machine learning algorithms, namely Logistic regression, Decision tree, Random Forest and 

Support Vector Machine algorithms were used in this study to construct a predictive model for 
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infant mortality based on the RDHS2014-15 dataset called all births (BR) register. These 

algorithms were suitable for this study because the binary answer was the dependent variable infant 

survival status (Death/ Alive). The dataset was split into two elements, such as training and 

research datasets, 80% of which were for training datasets and 20% for test datasets.  

3.8.2.1. Logistic regression 

Logistic regression is a classification algorithm used to assign a discrete set of classes to 

observations and is a method borrowed from the field of statistics through machine learning. For 

binary classification issues (problems with two class values), it is the go-to technique. It is a 

classification function that uses class for construction and with a single estimator uses a single 

multinomial logistic regression model. Using the logistic sigmoid equation, the logistic regression 

transforms its output to return a probability value that can then be mapped to two or more different 

groups. It is a particular case of generalized linear modelling, also called a logistic model or logit 

model, and is commonly used in medical, social sciences, marketing applications for binary 

classification methods[40]. The logistic regression algorithm was used in this analysis to construct 

the logistic predictive model of infant mortality 

3.8.2.2. Decision Trees 

The Decision tree is a type of algorithm for supervised learning that is often used in problems with 

classification. It works for input and output variables, both categorical and continuous. It is one of 

the methods to predictive modelling used in machine learning. As a predictive model, it utilizes a 

decision tree to go from assumptions about an item (represented in the branches) to conclusions 

about the target value of the item (represented in the leaves).  

The decision tree is a structure of a tree that classifies an input sample into one of its possible 

classes and utilizes the vast amount of information available by making decision rules to extract 

knowledge. Each node in a decision tree represents a role in an instance to be classified, and each 

branch represents a value the node may assume. Instances are listed and sorted, starting at the root 

node, based on their feature values. Post-pruning methods are widely used by decision tree 

classifiers to test the efficacy of decision trees, as a validation array is used to prune them. The 

most popular class of training instances that are sorted to it can be removed from any node and 

assigned [41]. One of the simplest data structures to understand in machine learning is the decision 

tree. Rules are first extracted from the training data set to form the decision tree that is then used 
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for the research dataset classification. This research used the Decision Tree algorithm to construct 

a predictive model for infant mortality in the decision tree. 

3.8.2.3. Random forest 

Random forest is a sequence of decision trees and provided with some controlled alteration 

independently. This algorithm was based on classification trees, an ensemble learning technique 

that can solve both kinds of problems. The trees and the results of the Random Forest are based on 

the majority of precise development. Random forest is an ensemble classifier that can be used to 

address classification and regression problems, such as decision trees. It utilizes the idea of 

creating multiple random trees with training dataset bootstrap, sample bagging, voting scheme and 

randomly selected features in each decision split, which enhances the predictive ability and results 

in greater performance[42]. When a large proportion of the data is incomplete, it is useful to deal 

with missing values, outliers and preserve accuracy. Among common machine learning 

techniques, the model interpretability and prediction precision given by Random Forest is very 

special. [43].This research used the Random Forest Algorithm to create a predictive model of 

infant mortality in the Random Forest. 

3.8.2.4. Support vector Machine 

Support vector machines (SVM) are implemented by Cortes and are based on statistical learning 

and are an efficient tool for binary classification, regression or ranking functions. Due to many 

attractive features, it is very common to use the health care researcher for classification, handling 

complex non-linear data points. Its accuracy is good and less likely than other well-known 

classifiers to be more suitable than other classifier[44]. It is a method for prediction of 

classification and regression that uses machine learning theory to optimize predictive accuracy 

while preventing over-fit to the data automatically. Support Vector machines can be defined as 

systems that use a linear function hypothesis space in a high dimensional feature space, trained 

with an optimization theory learning algorithm that implements a learning bias derived from 

statistical learning theory [45]. This classifier was used in this analysis to construct a predictive 

model of infant mortality. 
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3.9. Methods of Performance Evaluation for Predictive Models 

In this study, to determine the best model to predict infant mortality, the performance of the 

predictive models was evaluated. During the model evaluation phase, evaluation metrics such as 

confusion matrix, accuracy, precision, recall, F1 score and Area Under the Receiver Operating 

Characteristics (AUROC) were used in this study 

.3.9.1. Confusion Matrix 

The confusion matrix is a matrix of N X N, where N is the number of predicted classes and displays 

the number of correct and incorrect predictions made by the classification model relative to the 

data's actual results (target value). It is a method used to evaluate a classification model 's output 

that is recognized on a collection of test data for which the true values are known in table format. 

A fast understanding of model accuracy, precision, recall and F1 scores for predictive model 

construction is given by the confusion matrix. All data instances of a test dataset are predicted as 

positive or negative by the binary classifier[46] . The following table displays a 2×2 matrix for 

two classes (Positive and Negative). 

Table 3.2: Confusion matrix 

 Predicted values 

Actual values   Positive (1) Negative (0) 

Positive (1) TP FP 

Negative (0) FN TN 

 True positive (TP): This shows that a model correctly predicted Positive cases as Positive.  

 False positive (FP): This shows that a model incorrectly predicted Negative cases as Positive. 

  False Negative (FN): This shows that an incorrectly model predicted Positive cases 

as Negative. 

 True Negative (TN): This shows that a model correctly predicted Negative cases as Positive 
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3.9.2. Accuracy 

Accuracy is the percentage of true outcomes among the total number of cases tested. In this 

analysis, it was used to determine model efficiency and measure from the confusion matrix. 

Accuracy = TP + TN/TP+TN+FP+FN 

3.9.3. Precision 

It is the number of right positive outcomes divided by the number of positive outcomes that the 

classifier predicts. In this analysis, it was used to test model output and it was estimated from the 

confusion matrix. 

Precision=TP/TP+FP 

3.9.4. Recall 

The number of accurate positive outcomes, separated by the number of all related samples, is 

recalled. In this analysis, it was used to determine model efficiency and measure from the 

confusion matrix. 

Recall=TP/TP+FN 

3.9.5. F1 score 

The inverse relationship between accuracy and recall is the F1 score or the F test. The harmonic 

mean of recall and accuracy is determined as  

F1 score=2TP/2TP+FN+FP 

3.9.6. Area under curve 

One of the most commonly used metrics for the predictive model of assessment is Region under 

Curve (AUC). It is used for problems related to binary classification. The Field Under the Receiver 

Operating Characteristics (AUROC) shows how well the probabilities are segregated from the 

negative classes by the positive classes. Regardless of what classification threshold is selected, it 

tests the consistency of the model 's predictions and is an output measurement for the classification 

problem at different thresholds. When it has a value close to 1, the predictive model indicates 

goodness, while the value near 0 indicates bad model efficiency. In this analysis, this assessment 

metric was used to assess the efficiency of the predictive model. 
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CHAPTER FOUR 

RESULTS PRESENTATION AND DISCUSSION 

4.1. Introduction 

This chapter presents the results were obtained by applying machine learning methods in analysis 

of infant mortality in Rwanda based on RDHS2014-15 dataset. The three machine learning 

methods such as decision tree, random forest and super vector machine algorithms were to build 

predictive models of infant mortality. The multivariate logistic regression was used in this study 

as example traditional statistical methods used to build model. The evaluation metrics methods 

such as confusion matrix and the area under the receiver operating characteristic (AUROC) were 

used to evaluated the performance of predictive models of infant mortality. The discussion of 

results was introduced in this chapter. 

4.2. The Characteristics of Study Population 

Around 6.5% of infants died before their first birthday out of the 30058 infants of the sample. 

Majority (79.8%) of infants were from rural area. The majority 58.9% of  infants born from married 

women, 20.7% born to women lived with their partners,8.4% born to divorced/separated women, 

8.2%born to widowed women and only 3.8% born to single women. The majority 67.9% of infants 

were born to mothers completed primary level, 22.5% born to mothers who had no formal 

education and 9.6% born from mothers who have completed at least secondary level. Over 95.0% 

of infants born to mothers were working while 5.0% of them born to mothers who were not 

working. The wealth index difference among families which participated in the survey was 42% 

low, 20% middle, and 38.1% high. The majority 67.3% of the infants were born to mothers aged 

between 20 and 34 years compared to 32.5% and 0.2% of infants born respectively to mothers 

aged below 20-year-old and 35 years old and over. Majority (50.6%) of the infants were males. 

The majority (51.7%) of infants were born to mothers had 1 or 2 births followed by those who 

were born to mothers had 3-4 births (28.6%). Most (52.3%) of the births occurred to mothers 

whose preceding birth interval was 24 months and above compared to 18.2% of births occurring 

to mothers with preceding birth intervals of less than 24 months. Majority of infants (42.2%) were 

born to mothers who had between 4 and 6 children. The majority (60.5%) of births were breastfed.  

Majority (60.7%) were from the families that had from un-unimproved sources of water. Over 
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95.3% of infants occurred in households with improved toilet facility while. More than 86% of 

infants were from the household with improved types of cook fuel (Table 4. 3). 

Table 4. 3: Characteristics of study population 

Characteristics Frequency(N) Percentage(%)  

Infant Survival Status   

      Death 1952 6.5 

      Alive 28106 93.5 

Place of Residence   

      Urban 6069 20.2 

      Rural 23989 79.8 

Marital status   

      Single  1146 3.8 

      Married 17696 58.9 

      Living with partner 6215 20.7 

      Widowed 2467 8.2 

      Divorced/separated 2534 8.4 

Maternal Education   

      No formal education 6778 22.5 

      Primary 20409 67.9 

      Secondary and over 2871 9.6 

Mother Occupation   

      Working 28546 95.0 

      Not working 1512 5.0 

Wealth Index   

      Low 12610 42.0 

      Middle 6008 20.0 

      High 11440 38.1 

Maternal age at first birth   

      Below 20year old 9770 32.5 

      20-34 years old 20217 67.3 
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      35 years old and over 71 0.2 

Sex of child   

      Male 15216 50.6 

      Female 14842 49.4 

Birth order   

      1 or 2 birth 15532 51.7 

      3 or 4 birth  8601 28.6 

      5 births and over 5925 19.7 

Birth interval    

      Less 24 month 5479 18.2 

      24 months and over 15720 52.3 

      First births 8859 29.5 

      Birth interval 5479 18.2 

Children ever born   

      1-3children 9701 32.3 

      4-6 children 12698 42.2 

      Over 6 children 7659 25.5 

Breastfeeding   

      Yes 11862 39.5 

       No 18196 60.5 

Source of drinking water   

      Improved 11802 39.3 

      Not improved 18256 60.7 

Type of toilet Facility   

      Improved 28638 95.3 

      Not improved 1420 4.7 

Type of cook fuel   

      Improved 4146 13.8 

      Not improved 25912 86.2 
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4.3. Bivariate logistic regression for the associated factors of infant mortality  

The results showed that place of residence (𝑥2 = 24.06, 𝑝 < 001), marital status (𝑥2 =

34.19, 𝑝 < 001), maternal education (𝑥2 = 95, 𝑝 < 001), wealth index (𝑥2 = 42.2, 𝑝 < 001),  

mother’s age at first birth (𝑥2 = 39.67, 𝑝 < 001), sex of child (𝑥2 = 16.92, 𝑝 < 001), birth 

interval (𝑥2 = 249.6, 𝑝 < 001), children ever born (𝑥2 = 325.87, 𝑝 < 001), breastfeeding (𝑥2 =

79.62, 𝑝 < 001), source of drinking water (𝑥2 = 11.4, 𝑝 < 001), type of toilet facility (𝑥2 =

15.59, 𝑝 < 001), and  type of cook fuel (𝑥2 = 29.67, 𝑝 < 001) were significantly associated with 

infant mortality. Infant deaths were relatively higher in rural 6.8% than in urban areas (5.1%). The 

divorced mothers had higher rate of infant mortality (8.2%) than other categories of mother’s 

marital status. Mother with no formal education reported the highest level of infant mortality 

(8.6%) when compared to other categories of education. Those with low wealth index reported the 

highest number of deaths of their infants with 7.4% in relation compared to 6.7% and 5.4% of 

infant deaths distributed to middle and high wealth index respectively. Mothers who had their first 

birth  below 20 years registered more deaths with 7.8% compared to 5.9% and 4.2% of infant 

deaths were registered with mothers aged 20-34 years and 35 years or over respectively. Infant 

mortality was highly prevalent in male children (7.1%). The preceding birth interval of less than 

24 months was associated with higher risks of infant deaths with 10.8% than those with an interval 

of 24 months and above with 4.7 %. It was observed that mothers with above 6 children 

experienced the highest number of deaths 10.3% while 3.5% and 6.5% of infant deaths observed 

to mother had between one child or 3 children and 4 children or 6 children respectively. Infant 

deaths was higher associated in households did not provide breast feeding to their children (7.5%) 

than their counterparts. Mothers whose household had unimproved source of drinking water had 

presented more infant deaths with 6.9% than those in households that access improved source of 

drinking water. More deaths were reported in households with no improved toilet facility with 

9.0% compared to households with improved toilets facility with 6.4% . 

 

 

 

 



23 
 

Table 4.4: Prevalence of infant mortality by independent variables and its associations  

 Infants deaths Live births    

Characteristics N(%) N(%) Chi-square p-value  

Place of residence     

      Urban 310(5.1%) 5759(94.9%) 24.06          <0.001** 

      Rural 1642(6.8%) 22347(93.2%)   

Marital status     

      Single  61(5.3%) 1085(94.7%) 34.19         <0.001** 

      Married 1053(6.0%) 16643(94.0%)   

      Living with partner 434(7.0%) 5781(93.0%)   

      Widowed 196(7.9%) 2271(92.1%)   

      Divorced/separated 208(8.2%) 2326(91.8%)   

Maternal education     

      No formal education 583(8.6%) 6195(91.4%) 95       <0.001** 

      Primary 1269(6.2%) 19140(93.8%)   

      Secondary and over 100(3.5%) 2771(96.5%)   

Mother occupation     

      Working 1873(6.6%) 26673(93.4%) 4.22   0.40 

      Not working 79(5.2%) 1433(94.8%)   

Wealth Index     

      Low 934(7.4%) 1176(92.6%) 42.2     <0.001** 

      Middle 405(6.7%) 5603(93.3%)   

      High 613(5.4%) 10827(94.6%)   

Age of mother at first birth    

      Below 20year old 760(7.8%) 9010(92.2%) 39.67      <0.001** 

      20-34 years old 1189(5.9%) 19028(94.1%)   

      35 years old and over 3(4.2%) 68(95.8%)   

Sex of child     

      Male 1076(7.1%) 14140(92.9%) 16.92    <0.001** 

      Female 876(5.9%) 13966(94.1%)   
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Birth order     

      1 or 2 birth 999(6.4%) 14533(93.6%) 229 0.892 

      3 or 4 birth  562(6.5%) 8039(93.4%)   

      5 births and over 391(6.6%) 5534(93.4%)   

Birth interval      

      Less 24 month 592(10.8%) 4887(89.2%) 249.6     <0.001** 

      24 months and over 746(4.7%) 14974(95.3%)   

      First births 614(6.9%) 8245(93.1%)   

Children ever born     

      1-3children 336(3.5%) 9365(96.5%) 325.87   <0.001** 

      4-6 children 830(6.5%) 11868(93.5%)   

      Over 6 children 786(10.3%) 6873(89.7%)   

Breastfeeding     

      Yes 584(4.9%) 11278(95.1%) 79.62   <0.001** 

      No 1368(7.5%) 16828(92.5%)   

Source of drinking water     

      Improved 696(5.9%) 11106(94.1%) 11.4 <0.001** 

      Not improved 1256(6.9%) 17000(93.1%)   

Type of toilet Facility     

      Improved 1824(6.4%) 26814(93.6%) 15.59 <0.001** 

      Not improved 128(9.0%) 1292(91.0%)   

Type of cook fuel     

      Improved 189(4.6%) 3957(95.4%) 29.67 <0.001** 

      Not improved 1763(6.8%) 24149(93.2%)   

Notes: ** Statistical significance at p<0.001 

 

4.4 .Multivariate analysis of risks factors for infant mortality 

Multivariate analysis of risk factors for infant mortality was performed by using a multivariate 

logistic regression models based full and reduce models. The results showed that marital status, 

maternal education, wealth index, sex of child, birth interval, children ever born, breastfeeding and 

type of toilet facility were the risk factor of infant mortality. The infants whose mothers were 
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married [aOR=0.61, 95% CI (0.46-0.81),p<0.001] and widowed [aOR=0.7;95%CI(0.51-0.96), 

p<0.001] had less odds to die than those whose mothers were single. The infants whose mothers 

studied secondary and over had a 0.63 lower risk to die [aOR=0.63, 95% CI (0.50-0.80),p<0.001] 

than the infants whose mothers had no formal education. The births from households with a high 

wealth index had 0.77 lower risk of dying [aOR=0.77, 95% CI (0.69-0.87), p<0.001] than those 

births born from households with a low wealth index. Female infants had lower likelihoods of 

dying [aOR=0.80; 95%CI (0.73-0.88),p<0.001] than male infants. The infants born to mothers 

who had 5th born or more were 0.67 times [aOR=0.67; 95% CI (0.57-0.79), p<0.001] less likely to 

die compared to infants born to mothers who had less than 3 children. The infants from mothers 

whose preceding birth interval was 24 months and above [aOR=0.46; 95% CI (0.41, 0.51),p<001] 

and those who had first births [aOR=0.86; 95% CI(0.74-1),p=0.047]  had lower odds of dying of 

births than those from the mothers with preceding birth intervals of less than 24 months 

[aOR=0.46; 95% CI(0.41, 0.51),p<001]. The infants who were not breastfeed were 1.45 times 

[aOR=1.45; 95% CI (1.31-1.61),p<0.001] more likely to die when compared to those who were 

breastfed. The infants born in families with no improved toilet facility were 1.35 times more prone 

to die than those who from the families with improved toilet facility [aOR= 1.35, 95% CI (1.11-

1.65),p=0.003] (Table 4. 5).  
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Table 4. 5: Multivariate analysis of risk factors for infant mortality  

  

Variables 

Full model Reduced model 

aOR 
95 % CI 

p-value aOR 
95 % CI 

p-value 
Lower  Upper Lower  Upper 

Place of Residence         

     Urban 1        

     Rural 1.10 0.94 1.29 0.243     

Marital status         

     Single  1    1    

     Married 0.62 0.46 0.82 <0.001** 0.61 0.46 0.81 <0.001** 

     Living with partner 0.83 0.62 1.11 0.202 0.82 0.61 1.10 0.181 

     Widowed 0.70 0.51 0.96 0.028* 0.70 0.51 0.96 0.027* 

     Divorced/separated 0.88 0.64 1.20 0.408 0.87 0.64 1.18 0.366 

Maternal Education         

     No formal education 1    1    

     Primary 0.91 0.82 1.02 0.093 0.91 0.81 1.01 0.071 

     Secondary and over 0.66 0.52 0.85 <0.001** 0.63 0.50 0.80 <0.001** 

Mother Occupation         

     Working 1        

     Not working 0.87 0.69 1.11 0.268     

Wealth Index         

     Low 1    1    

     Middle 0.89 0.79 1.01 0.076 0.89 0.79 1.01 0.078 

     High 0.80 0.70 0.90 <0.001** 0.77 0.69 0.87 <0.001** 

Age of mother at first birth       

     Below 20year old 1        

     20-34 years old 0.91 0.83 1.01 0.066     

     35 years old and over 1.16 0.36 3.74 0.802     

Sex of child         

     Male 1    1    
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     Female 0.80 0.73 0.88 <0.001** 0.80 0.73 0.88 <0.001** 

Birth order         

     1 or 2 birth 1    1    

     3 or 4 birth  0.93 0.81 1.07 0.299 0.93 0.81 1.07 0.297 

     5 births and over 0.67 0.57 0.79 <0.001** 0.67 0.57 0.79 <0.001** 

Birth interval          

     Less 24 month 1    1    

     24 months and over 0.45 0.40 0.51 <0.001** 0.46 0.41 0.51 <0.001** 

     First births 0.86 0.74 0.99 0.042* 0.86 0.74 1.00 0.047* 

Children ever born         

     1-3children 1    1    

     4-6 children 2.34 2.02 2.70 <0.001** 2.37 2.05 2.73 <0.001** 

     Over 6 children 4.15 3.53 4.88 <0.001** 4.26 3.63 4.99 <0.001** 

Breastfeeding         

     Yes 1    1    

     No 1.45 1.31 1.61 <0.001** 1.45 1.31 1.61 <0.001** 

Source of drinking water       

     Improved 1        

     Not improved 1.04 0.94 1.16 0.433     

Type of toilet Facility         

     Improved 1    1    

     Not improved 1.34 1.10 1.63 0.003* 1.35 1.11 1.65 0.003* 

Type of cook fuel         

     Improved 1        

     Not improved 0.98 0.80 1.21 0.862     

Notes: aOR: Adjusted odds ratio; CI: Confidence intervals; * statistical significance levels at 0.05; 

** high statistical significance level at 0.001 
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4.5. Importance features selection 

Random forest classifier was used to identify important features that are associated with infant 

mortality as it shown in Figure 2. It indicated the top 10 best features contribute to infant mortality 

were Marital status, children ever born ,birth order, wealth index, preceding birth interval ,maternal 

education, source of drinking water, sex of child, mother age at first birth and breast feeding. 

                                      

                                                                   Figure 2: Importance features 

4.6 .Predicting Infant mortality  

The ML methods approach models namely Logistic Regression, Random Forests, Decision Tree, 

and the Support Vector Machine classifiers were applied to build a predictive model of IM. All 

predictive models of IM were trained on training data of 80% and tested on a test dataset of 20%. 

The performance predictive models were evaluated and compared using evaluation metrics namely 

Confusion matrix, Accuracy, Precision, Recall and F1 score, and Area Under receiver operating 

characteristics AUROC. Our results showed that the logistic regression models predicted correctly 

3442 infants died before completing their first year while 3472 infants were still alive. It has 

wrongly predicted 2114 births died before completing their first years and 2215 births were still 

alive. Our findings found that logistic regression model has generally predicted IM at 61.4 % of 

accuracy with recall (61.0%), precision (62.1%), F1 score (61.5 %), and AUROC (61.5%). 

Random forest model was predicted correctly 4283 infants as died and 5194 infants as alive. It has 
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wrongly predicted 1273 infants as died and 493 births as still alive. It was found that the random 

forest model has generally predicted infant deaths correctly at 84.2% of accuracy with recall 

(91.3%), precision (80.3%), F1 score (85.4%), and AUROC (84.2%). We found that Decision tree 

model was predicted correctly 4184 infants died and 5151 infants were alive. It has wrongly 

predicted 1372 births as died and 536 births as still alive. It was generally predicted infant death 

correctly at 83 %) of accuracy with recall (90.97 %), precision (78.9%), F1 score (84.6%), and 

AUROC (82.9%). It was found that the Support Vector Machine model was predicted correctly 

3454 infants died and 4262 infants were alive. It has wrongly predicted 2102 births as died and 

1425 births as still alive. It was generally predicted infant death correctly at 68.6 % of accuracy 

with recall (74.9%), precision (66.9%), F1 score (70.7%), and AUROC (68.5%). Based on the 

predictive model of performance results above, Random forest was the best predictive model of 

Infant mortality compared to other models applied in this study (Table 4. 6). 

Table 4. 6: Predictive models’ performance of Infant mortality  

  Predictive Models  

Evaluation 

Matrix      

Logistic 

Regression 

Random 

Forest 
Decision Tree 

Support 

Vector 

Machine 

Confusion 

matrix  

  

 Predicted   Predicted   Predicted   Predicted  

Dead Alive Dead Alive Dead Alive Dead Alive 

Observed  

Dead 3442 2114 4283 1273 4184 1372 3454 2102 

Alive 2215 3472 493 5194 536 5151 1425 4262 

    
 

% % % % 

     Accuracy    
 

61.49 84.29 83.02 68.62 

     Recall    
 

61.05 91.33 90.97 74.94 

     Precision    
 

62.15 80.31 78.96 66.97 

     F1 score    
 

61.59 85.46 84.67 70.73 

     AUROC    
 

61.50 84.20 82.94 68.55 

Notes: AUROC: Area under the Receiver Operating Characteristics 
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4.7. Discussion of findings 

This study described the application of ML methods in the analysis of infant mortality in Rwanda. 

This study shows that ML methods predict the risk factors for infant mortality is better than the 

logistic regression models or traditional methods. This result is not surprising, since ML methods 

are documented to outperform logistic methods in several fields of medicine. These findings were 

relevant to the findings of prior studies [28–31]. By using Random forest classifier methods, the 

findings revealed that province of residence, household wealth index, sex of children, maternal 

education, source of drinking water, maternal age at first birth, birth order, marital status, child 

twin, breastfeeding status, and form of residence and number of children ever born were all 

important risk factors associated with infant mortality. These results collaborated with findings of 

a prior study [32]. 

Regarding the predictive analysis, the prediction accuracies and AUC statistics revealed the 

highest for the Random Forest model. Our results confirmed a higher predictive power compared 

to the other ML models included in this study. Random forest model was predicted correctly 4160 

infants as died and 1396 infants as alive. It has wrongly predicted 815 infants as died and 1,396 

births as still alive. It was found that the random forest model has generally predicted infant deaths 

correctly at 80.3% of accuracy with recall: 85.6%, precision: 77.7%, F1 score: 81.5%, and 

AUROC: 80.3 %. These results are in congruence with the previous studies [18,29]. Decision tree 

model was predicted correctly 4134 infants died and 4833 infants as alive. It has wrongly predicted 

854 births as died and 1422 births as still alive. It was generally predicted infant death correctly at 

79.8% of accuracy with recall: 85%, precision: 77.3%, F1 score: 80.9%, and AUROC: 79.7%. 

These findings were similar to the earlier studies [29,33]. Support Vector Machine model was 

predicted correctly 3528 infants as died and 3918 infants as alive. It has wrongly predicted 1,769 

births as died and 2,082 births as still alive. It was generally predicted infant death correctly at 

66.2% of accuracy with recall: 68.9%, precision: 65.9%, F1 score: 67.4%, and AUROC: 66.2%. 

These results were analogous to prior studies [30,34].  

Logistic regression models predicted correctly 3710 infants were died before completing their first 

years while 3,369 infants were still alive. It has wrongly predicted 2318 births will die before 

completing the first years and 1846 births were still alive. In congruence with prior studies [9,35], 

our results from logistic regression model has generally predicted infant mortality at 62.3% of 
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accuracy with recall: 59.24%, precision: 64.6%, F1 score: 61.8%, and AUROC: 63%. Based on 

the predictive model’s performance, Random forest was the best predictive model of infant 

mortality compared to other model results since it had the highest scores different evaluation 

metrics used in this study. In similar vein with earlier studies [9,13], our results revealed that ML 

methods or deep learning models are better than traditional analytical approach. Therefore, our 

overall results confirmed that ML methods significantly provide better discrimination than the 

traditional models in assessing the factors associated with infant mortality. These results are in 

similar vein with past studies that documented that the ML methods are more appropriate methods 

to determine factors associated with infant mortality and it presents a better goodness of fit in most 

critical groups [31,35].  
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATIONS 

5.1. General Conclusion 

In developing a predictive model, ML approaches are strong and can be used to classify certain 

secret knowledge that could not be detected by conventional statistical methods. ML techniques 

can improve the accuracy of the algorithm and use training data for the training model and use 

unseen test data to make predictions. The general goals of this study were to apply methods of ML, 

namely logistic regression, random forest, decision tree, and support vector machine in the analysis 

of infant mortality in Rwanda. As an example of conventional statistical approaches that can be 

used to construct predictive models, logistic regression was used. The residence, wealth index, sex 

of children, maternal education, source of drinking water, age of the mother at first birth, birth 

order, marital status, child twin, breastfeeding, place of residence, and number of children ever 

born were the main factors by applying random forest methods to select best features associated 

with infant mortality. ML approaches have high output accuracy compared to conventional 

statistical methods. Among the four ML algorithms used in this study, the random forest was 

classified as the best classifier to be used for the predictive model of infant mortality in Rwanda 

compared to other ML models used in this study. Our approaches, ML methods, are recommended 

to be adapted to tackle other health outcomes such as survival very preterm, neonatal mortality, 

stunting, and low birth weight infants that remain public health concerns in Rwanda.  

5.2. General recommendation 

The ministry of health and other stakeholders can be used the findings of this study to design and 

implement child health intervention programs in Rwanda in order to reduce risk of dying among 

infants by applying Random forest model in prediction of infant mortality. I would like to suggest 

also University of Rwanda and other higher institution to teach machine learning program for find 

out the solution of community problem by applying machine learning methods. 

5.3. Further work 

This study was only used the RDHS2014-15 and focused on the four machine learning methods 

namely logistic regression, random forest, decision tree, and support vector machine. We would 

like to suggest other researchers to applying machine learning by taking into consideration of DHS 

datasets from different countries and compare the predictive models of infant mortality. 
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