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SUMMARY

This thesis aims to present efforts to solve tea fermentation monitoring using Machine Learning

(ML) and the Internet of Things (IoT). This is a thesis by a publication containing five articles.

Each of the articles presents a contribution to achieving the thesis’s objectives. The design

science approach guided the research process carried out in this study.

The first article analyzed the proposed computing models for monitoring tea fermentation.

It was evident that most of the proposed models were in the form of feasibility studies; there was

no existing dataset on tea fermentation. Furthermore, most of the work applied machine learning

and vision because of the fair cost of using these technologies and their ease of implementation.

In the second article, we collected and released a tea fermentation dataset since there was

none existing as reported in the first article. We describe the article and release it for use by the

community. We expect that it will contribute to the progress in the field as researchers have a

dataset to train, validate and test their models.

In the third article, we performed a feasibility study on the applicability of machine learners

in classifying the tea fermentation dataset and LabelMe dataset, where the performance of a

deep learner dubbed ”TeaNet”, a simplified version of AlexNet, was compared to the standard

machine learning models: Random Forest (RF), K-Nearest Neighbor (KNN), Decision Tree

(DT), Support Vector Machine (SVM), Linear Discriminant Analysis (LDA) and Naive Bayes

(NB). The Alexnet model was chosen for inspiration as it has shown promising performances

in classification tasks across the field and is one of the most adopted deep learners for transfer

learning. Further, AlexNet is one of the earliest developed deep learners; thus, we expected it

to be stable. The deep learner outperformed the other classifiers.

In the fourth article, we adopted the TeaNet model that reported promising classification

results in the third article for real-time detection of tea fermentation in the Sisibo tea factory,

Kenya. The majority voting techniques were adopted to improve the model’s performance as it

did not show good performance compared to results reported in article three. The model was
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made up of raspberry pi 3 models with a Pi camera to take real-time tea images as fermentation

progresses. The incorporation of the majority voting technique to aid in the decision greatly

improved the model and made the model usable for the task.

During the deployment of the model, high latency intermittent internet and electricity chal-

lenges were encountered. Thus we offloaded the solution from the cloud to the edge and fog

and powered the solution using a photo-voltaic energy source. Further, we applied duty-cycling

where idle components were allowed to sleep, which saved 50.6559Wh during the deployment

and reported the experiments in the fifth article.
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Chapter 1

Background of the study

This chapter presents the background of the study where the problem area is defined together

with the aims and objectives. Further, it discusses the contributions of the research and the

structure of the thesis and the organization of the rest of the chapters.

1.1 Introduction

Agriculture is the main focus of Goal 2 of the Sustainable development goals (SDGs) [1], which

aims to achieve ”zero hunger” . Healthy, sustainable and inclusive food systems are critical

to reaching the world’s development goals [2]. Agricultural development is one of the most

powerful tools to end extreme poverty, boost shared prosperity, and feed a projected 9.7 billion

people by 2050 [3]. Growth in the agriculture sector is two to four times more effective in

raising incomes among the poorest than other sectors [4]. Analyses in 2016 found that 65% of

poor working adults made a living through agriculture [5]. Furthermore, agriculture plays an

essential role in the economy of many countries and specifically developing countries [6]. In

Kenya, agriculture is the backbone of the economy, and it provides income to more than 80% of

her population of around 51 million people [7]. Additionally, it contributes to more than 36%

of its income through its linkages with manufacturing, logistics, and other sectors. Hence it

contributes to more than 65% of the total revenue to the country [8].

Tea is one of the most popular and lowest cost beverages in the world [9]. Currently, more

than 3 billion cups of tea are consumed every day worldwide. Tea popularity could be at-

tributed to its health benefits which include prevention of breast cancer [10], skin cancer [11],
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colon cancer [12], neurodegenerative complication [13], and prostate cancer, many others. Tea

is also attributed to the prevention of diabetes and boosting metabolism [14]. Depending on

the manufacturing technique,tea may be described as green, black, oolong, white, yellow and

compressed tea, among other categories [15]. Black tea accounts for approximately 78% of tea

produced worldwide. The top four tea producing countries are China, Sri Lanka, Kenya, and

India (Table 1.1).

Table 1.1: Top tea producing countries globally
Rank Country Percentage

1 China 20.6%
2 Sri-Lanka 19.3%
3 Kenya 18.2%
4 India 7.5%

Kenya is the largest producer of black tea globally [14] due to its low altitude, rich loamy

soil conditions, ample rainfall, and a unique climate [7]. Despite the importance of tea to

the country, the sector is facing a myriad of challenges which include high production costs,

mismanagement, bad agricultural practices, climate change, market competition from other

countries, low prices, and lack of automation, among others [16].

There are 5 steps in the production of black tea (Figure 1.1 ). The process starts with the

plucking of tea leaves, where two leaves and a bud is the standard practice [17]. The next

step is withering, where tea leaves are spread on a withering bed for them to lose moisture.

There is then the cut, tear and curl step, where tea leaves are cut and torn to open them up

for oxidation[18]. The fermentation stage follows where tea reacts with oxygen to produce

compounds theaflavins and thearubins which are responsible for the quality of tea. Heat is

passed through tea in the drying stage to remove moisture[19]–[21]. The last step is sorting,

where tea is put into various categories based on its quality. Out of these steps, fermentation is

the most important in determining the quality of tea produced [22].

The fermentation process begins when cells of ruptured tea leaves react with oxygen to pro-

duce two compounds: Theaflavins (TF) and Thearubins (TR) [23], [24]. Theaflavins are respon-
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1. Plucking

2. Withering

3. Cut Tear and Curl

4. Fermentation

5. Drying

6. Sorting

Figure 1.1: The 5 basic steps of processing black tea

sible for the brightness and briskness of the tea liquor, while TR is responsible for the colour,

taste, and body of tea [24]. During fermentation, the following parameters must be maintained:

temperature, and relative humidity [23]. The optimum temperature under which fermentation

should take place should be approximately 25 °C. The ideal humidity should be about 42 %

[25]. Fermentation is a time-bounded process (Figure 1.2); at the beginning, the liquor is raw

and with a green infusion. The formation of TF and TR increases with time until optimum

fermentation is achieved. At the optimum fermentation time, the liquor is mellow and with a

bright infusion. This is the desired point in fermentation. After optimum fermentation time,

the formation of TR reduces, and degradation of TF begins. This stage is over-fermentation,

where the liquor is soft and with a dark infusion (Figure 1.2). Thus there is a need for automa-

tion which will ensure that timing is well done so as to maintain the quality of tea by avoiding

overfermentation and underfermentation.
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Figure 1.2: Illustration of Tea fermentation process with time. Adapted from [26]

1.2 Introduction to the Internet of Things

The internet of things (IoT) has established itself as one of the greatest smart ideas of the

modern-day [27], and its effects have been seen in each feature of human ventures, with huge

possibilities for smarter living [28]. A tremendous number of physical objects are now being

connected to each other thus giving rise to a network of ”things” that can ”collaborate” by ”talk-

ing” with each other and sharing data. These traditional objects gain intelligence through their

underlying technologies such as ubiquitous and pervasive computing, embedded devices, com-

munication technologies, sensor networks, Internet protocols and applications. Additionally,

the ability of the IoT to work with Machine Learning is a game-changer in their applications.

The IoT has shown huge potential in many fields, including agriculture, medicine, manufactur-

ing, sports, and governance, among others [29], [30]. The IoT is also projected to have huge

impacts with healthcare and manufacturing applications contributing to great economic impacts
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Figure 1.3: Projected Market share of IoT-based systems. Adapted from [31]

[31]. Figure 1.3 shows the projected market share of dominant IoT applications [31].

1.3 Introduction to Machine Learning

Machine learning is a branch of computer science that deals with understanding intelligence

to design and develop algorithms that can learn from data, gain knowledge from experience,

and improve their learning behaviour over time [32]. The challenge is to discover relevant

structural and temporal patterns (“knowledge”) in data, which is often hidden in arbitrarily high

dimensional spaces, thus not accessible to a human. Deep Learning (DL) is a branch of Machine

Learning (ML) that is currently considered as one of the enabling technologies for the industrial

4.0 revolution [33]. DL aims at simulating the mechanism of learning that is done by biological

counterparts [34] by implementing neurons in humans through computational units connected
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with weights. The learning process in DL takes place when weights are updated based on the

runs made by the model by sensing pattern in data [35]. Back-propagation technique is used

in deep learning to show how a computer should alter internal parameters that are required to

compute the representation in each layer from the weight in the previous layer, allowing it to

find complicated structures in large data sets [36]. A typical working of DL network is depicted

in Figure 1.4.

Hiden Layer

Neuron

Input Layer

Output Layer

Predictions

Predictions

Figure 1.4: Illustration of the working of a typical DL network

The input layer receives data while convolution layers apply filters to the input for features

to be effectively detected [37]. The pooling layer reduces feature sensitivity, resulting in a more

generalized structure. The activation layer develops the ability to learn something complex and

intriguing. The dropout layer removes specific random input values, resulting in a broad dataset

that avoids over-fitting. Finally, the output layer produces results devised by the neural network

[38].
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1.4 Problem Statement

Tea tasters currently determine optimum fermentation manually by either of the following meth-

ods: smell peaks, colour change, infusion and tasting of tea (Figure 1.5) [39]. These methods

require humans to visit tea fermentation beds to take tea samples constantly. The constant in-

tervention of humans in a fermentation room disturbs the conditions required for high-quality

fermentation, is unhygienic and not appropriate, especially in this era of Covid-19. Moreover,

humans are subjective and prone to error [14]. These manual methods result in reduced quality

of produced tea and translate to low tea prices. Therefore, there is a need for alternative means

of monitoring tea fermentation process , which was the focus of this research.

a)Tea taster tasting tea in Sisibo tea
factory, Kenya

b)Researcher tasting tea in Sisibo tea
factory, Kenya

Figure 1.5: Tasting tea to determine its fermentation levels

1.5 Motivation and Aims of the Study

The livelihoods of many people depend on tea for income generation. The quality of tea de-

termined by the level of accuracy in ending the fermentation process contributes to its market

value [40]. Further, the level of accuracy in ending the fermentation process determines the
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quality of the produced tea [41]. Additionally, fermentation of black tea must take place within

a given range of temperature, and humidity [42], [43]. As previously mentioned in Section

1.4, currently, tea tasters determine optimum fermentation by smelling tea, tasting tea and by

looking at the color change. These methods are inaccurate and compromise the quality of the

made tea, thus reducing their market value. Therefore, there is a need for alternative means

of monitoring the process of black tea fermentation, which was the focus of this research. To

solve this challenge, this study was to develop and deploy an IoT based tea fermentation moni-

toring model based on machine learning and image processing techniques for improved quality

of black tea. Briefly, the specific objectives of this study were to:

1. Analyse selected existing methods for monitoring fermentation of black tea.

2. Develop a model for monitoring fermentation of black tea using image processing and

machine learning techniques.

3. Deploy the developed energy-efficient model to monitor black tea processing for im-

proved quality of the tea.

1.6 Contributions of the Study

This thesis reports on the application of deep learning, IoT, image processing and majority

voting techniques in the detection of fermentation levels of tea. The following are a recap of

some of the research contributions of the study:

1. A detailed state of the art review on methods of monitoring tea processing has been made

and presented to the community.

2. The study has developed a deep learner dubbed “TeaNet”. The methodology of building

the network including its structure has been explained.

3. The study deployed the developed model for real-time monitoring of tea as they undergo

fermentation.
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4. The study applied duty cycling or sleeping, where idle components sleep when not per-

forming tasks. This significantly reduced the power consumption of the model.

5. This study has explored incorporating a majority voting technique to help improve the

decisions of TeaNet during real-time monitoring of fermentation of black tea.

6. The study offloaded the developed model from the cloud to the Edge and Fog environ-

ments. This was to reduce the latency characterising the cloud, reduce cost and make it

usable in areas not connected to the electricity grid.

7. Finally, this study suggests future research directions that researchers in the field can

focus on.

1.7 Research Approach

Design science research is the design and investigation of artifacts in context [44]. It involves

creation of missing knowledge, design of novel or innovative artifacts, analysis of the use and

performance of artifacts and a problem solving paradigm [45]. Design science approach shall

be used in this research to maintain control over the development and research results. Figure

1.6 shows a diagrammatic representation of the approach.
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Figure 1.6: Design science approach that was followed in this study. Adapted from [46]

1.7.1 Awareness of the Problem

This stage involved analyzing existing methods of monitoring and controlling tea fermentation.

This phase helped the researcher to achieve the first objective by clearly understanding the

magnitude of the problem, recognition and articulation. To achieve this objective, document

analysis was adopted. The literature search focused on identifying the existing methods of

monitoring tea fermentation. The strengths and weaknesses of each current approach were

identified to determine the knowledge gap. The main output of this phase was a review paper

which is presented in Chapter 3 of this thesis.

1.7.2 Development

This stage involved developing a tea fermentation detection model based on machine learning,

internet of things and image processing techniques. The model that was developed in this

research was presented as a model with a focus on the functional and non-function requirements.
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1.7.3 Artifact Evaluation

This involved evaluating the effectiveness of the developed model by maintaining the quality

of tea produced and saving energy. The metrics that were used to evaluate the model included:

precision, accuracy, f1-score, and recall [47]. The predictions of the designed model was tested

and compared with the experts’ decisions.

1.8 Structure and Organization of the Thesis

In an effort to achieve the objectives of the study, this thesis is divided into 12 chapters. Chapter

1 gives the background of the study. Chapter 3 presents a publication addressing the first objec-

tive of the study, which was to analyse selected existing methods for monitoring fermentation

of black tea. Chapter 5 and Chapter 7 discusses publications that addresses objective 2 of the

study; to develop a model for monitoring fermentation of black tea using image processing and

machine learning techniques. We address Objective 3; where we deploy the developed model

to monitor black tea processing for improved quality and efficient use of energy in Chapter 9

and Chapter 11 (Figure 1.7). We conclude and suggest future research directions in Chapter 12.

11



Chapter 1: Background of the study

Chapter 3: Application of Computing Techniques in Monitoring Black
Tea Processing for Improved Quality: Review and Future Directions

Chapter 7: An Optimum Tea Fermentation Detection Model Based on
Deep Convolutional Neural Networks

Chapter 9: An internet of things (IoT)-based optimum tea fermentation
detection model using convolutional neural networks (CNNs) and

majority voting techniques 

Chapter

Chapter 12: General Conclusion

Thesis objective addressed

Objective 1: Analyse selected existing methods of
monitoring fermentation of black tea.

Objective 2:  Develop a model for monitoring
fermentation of black tea using image processing
and machine learning techniques.

Objective 3: Deploy the developed model to
monitor black tea processing for improved quality

and efficient use of energy.
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Chapter 5:  A Data Descriptor for Black Tea Fermentation Dataset

Chapter 11: Offloading an Energy-Efficient IoT Solution to the
Edge: A Practical Solution for Developing Countries

Figure 1.7: The structure and organization of the thesis

12



Chapter 2

Prologue to First Article

2.1 Article Details

G. Kimutai, A. Ngenzi, R. Ngoga Said, R. C. Ramkat, and A. Förster, Application of Computing

Techniques in Monitoring Black Tea Processing for Improved Quality: Review and Future

Directions,” in 9th International Workshop on Soft Computing Applications, Virtual:Nov. 2020

Personal Contribution. The idea of writing a review paper on application of computing tech-

niques on tea processing was my own idea. Anna Förster suggested focussing on tea fermen-

tation with four main computing technologies: Electronic Nose, Electronic Tongue, Internet of

Things and Machine Vision. Rose C. Ramkat, Alexender Ngenzi, Ngoga Said and Anna Förster

proofread the paper while giving suggestions in each version. I wrote the majority of the sec-

tions of the paper, with significant contributions to the writing from Rose C. Ramkat, Alexender

Ngenzi, Ngoga Said and Anna Förster. Anna Förster gave ideas on writing the Future research

directions section. I produced all of the figures and tables.

2.2 Context

At the time that we wrote this article, many researchers were writing review papers on tea

fermentation while focussing on individual technologies only: Electronic Nose(EN), Electronic

Nose(ET), Machine Vision (MV), and Internet of Things (IoT). Some of these works include

[48] which reviewed EN-based techniques for monitoring tea processing, researchers in [49]

reviewed the techniques for monitoring withering of tea. Authors in [50] reviewed techniques
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for monitoring and grading of tea by computer vision. This motivated us to explore writing a

state of the art review focusing on the following major computing technologies of monitoring

tea processing: EN, ET, MV, and IoT. In this article, we present a state of the art review on

computing techniques for processing tea processing. We present the original paper as it was

presented in the 9th International Workshop on Soft Computing Applications, Virtual: IEEE,

Nov. 2020

2.3 Contributions

The contribution of this paper is the review of state of the art literature on tea processing focus-

ing on the following computing techniques: EN, ET, MV, and IoT. To the best of our knowledge,

this is the only review paper reviewing major computing technologies for tea processing. Fur-

ther, we suggest future research directions that can be taken.

2.4 Recent Developments

Following the promising classification capabilities of machine learning techniques, most of the

authors presently apply machine learning simulation models in monitoring processing of tea.

The ability to integrate machine learning in the IoT is providing researchers with ability to

move their simulation models to actual deployments.
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Chapter 3

Application of Computing Techniques in Monitoring Black

Tea Processing for Improved Quality: Review and Future

Directions

Tea (Camellia Sinensis) is among the most popular crops worldwide. The crop has been culti-

vated for more than 300 years and gives various types of produced tea based on the processing

technique: green, black, yellow, white, oolong, ilex, among others [51]. Among these cate-

gories of tea, black tea is the most popular with an estimated consumption of 78% of the total

tea consumption [52]. The steps of processing black tea are: plucking, withering, cutting, tear-

ing and curling, fermentation, drying and sorting and packaging. Monitoring tea processing has

been an area of interest to researchers for more than 50 years with proposals being put forward

on various ways of professionalizing one or more of the steps of tea processing [53]. Some

of the proposals being put forward are in the use of: Machine Vision, Internet of Things (IoT),

Electronic Nose and Electronic Tongue, among others. This Chapter discusses existing methods

proposed for detecting optimum fermentation of tea. Furthermore, it identifies research gaps. .

3.1 Introduction

As mentioned in Chapter 1, the tea fermentation process is the most important in determining the

quality of processed tea. The optimum detection of tea fermentation is realised by smelling and

tasting tea and monitoring its colour change. Some of the techniques proposed for monitoring

tea fermentation include Electronic Nose, Electronic Tongue and Machine Vision (Figure 3.1).
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We describe these technologies in the following paragraphs.

Technologies for monitoring fermentation of tea

Electronic Nose Electronic
Tongue Machine Vision Internet of Things

Figure 3.1: The proposed taxonomy for the techniques of monitoring tea fermentation

3.2 Electronic Nose based Models for Monitoring Tea Fer-

mentation

An Electronic Nose (EN) is a collection of electronic chemical sensors that can recognize pat-

terns in smell [54], [55]. The basic components of an EN are interaction system, oduor acquisi-

tion, data processing, pattern matching and the output of the result [48], [56] (Figure 3.2).

Interaction Acquisition Data processing Pattern matching Prediction

odour generator

Figure 3.2: A basic workflow of E-Nose

Getting inspiration from successes registered by E-Nose in other fields, researchers in [57]

developed a CNN-based prototype to determine aroma levels of tea using E-Nose sensors. Fur-

ther, they monitored temperature and humidity during tea fermentation. The model predicted

well the fermentation levels of tea. However, the stability of the model cannot be ascertained

until its tested in real deployment. Another exciting research was presented by researchers in

[58] with a proposal of monitoring tea fermentation using E-Nose where principal component
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analysis (PCA) was adopted for data analysis. Their prototype showed a lot of correlation with

the decisions of the tea tasters, thus confirming that E-Nose can be implemented in the detection

of fermentation levels of tea. Authors in [59] proposed the use of an EN-based prototype in the

detection of fermentation levels of oolong tea. The authors proposed CNN for data analysis,

and their approach correlated well with the expert judgements. The feasibility study presented

in [58] was improved by the authors in [60] by providing it as a portable solution and improving

its performance by using CNN to classify odours captured the E-Nose. The CNN model was

trained using back-propagation techniques where ground thruths of collected aroma of tea was

fed into the CNN network to update its weights. However, the researchers did not report the

perform of the model during its evaluation. Furthermore, authors in [61] performed a feasibil-

ity study on fusing E-Nose and image processing in detecting fermentation levels of tea. They

trained a CNN model using the odors collected from the E-Nose. They compared the prediction

values of the CNN model with the use of Red Green and Blue(RGB) values and the decisions of

the human tasters. They showed a good correlation and confirmed that E-Nose could build up

a prototype for automatic tea fermentation detection. A study in [14] performed a feasibility

study on the use of E-Nose and PCA in the detection of fermentation levels of tea. The model

recorded an average accuracy of 75% during the evaluation which was low considering that the

model was being trained and evaluated using in offline mode with tea images that had been

collected and cleaned. It will be interesting to see how the model performs in real-deployment

where noise in images in inevitable. Authors in [21] conducted a feasibility study on the ap-

plicability of E-Nose in the detection of optimum fermentation levels of tea, where CNN was

adopted for data analysis. The model was able to detect with confidence the level of fermenta-

tion of black tea that was fed to it. However, the model seemed to have been evaluated based on

31 samples of tea which was limited. A proper conclusion of the viability of the approach will

be concluded when the model is tested using more dataset. Furthermore, authors in [62] per-

formed a feasibility study on the use of E-Nose and PCA for the optimal detection of black tea

fermentation. The feasibility study showed alot of promise as the model recorded an accuracy of
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100% in the classification tasks during simulation. Authors in [63] proposed the use of E-Nose

in the detection of fermentation levels of tea. They adopted local discriminant analysis (LDA)

to analyse the collected odours and presented their solution in a prototype.The model was able

to distinguish first shaking (BS1), before the shaking group, and after the shaking group of tea

and its decision correlated well with the experts’ decisions. The ability of the model to detect

the optimum fermentation levels of the tea was not adequately addressed in the study.

Table 3.1 presents selected work on the application of E-nose in the detection of fermen-

tation levels of tea. There are only two studies where authors showed their proposed solution

as a prototype, while the rest are feasibility studies. One of the studies fused MV and E-Nose

and they both correlated well with the decisions from the experts which implied that any of the

technique could be applied in the detection of fermentation levels of tea. This could be due to

the large time consumption in the development of E-Nose. Development of prototype requires

more resources in terms of cost compared to running simulation model. Furthermore, from

the literature, more researchers prefer performing feasibility studies so as to inform themselves

whether to proceed to prototype building. Generally, all the proposals showed good correlations

with the decisions from the experts. Although the abilities to use EN in monitoring fermentation

continue to improve, their current abilities are more minor in comparison to the abilities of the

human nose [64]–[66].

Table 3.1: Selected studies on application of E-Nose in the detection of tea fermentation
Paper Technology readiness sensors data processing YOP
[57] feasibility study E-Nose CNN 2007
[58] feasibility study E-Nose PCA 2007
[59] prototype E-Nose CNN 2007
[60] feasibility study E-Nose CNN 2007
[61] feasibility study E-Nose+camera traditional 2012
[14] feasibility study E-Nose PCA 2018
[21] prototype E-Nose CNN 2019
[62] feasibility study E-Nose PCA 2019
[63] prototype E-Nose LDA 2021

YOP: Year of publication CNN: Convolution Neural Network E-Nose: Electronic Nose
LDA: Local Discriminant Analysis PCA: principal component analysis
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3.3 Electronic Tongue Models for Monitoring Tea Fermenta-

tion

An Electronic Tongue (E-Tongue) is a sensor system for analyzing liquid based on chemical

sensor arrays and a pattern recognition [67], [68]. Electronic Tongue has four basic elements:

sensor acquisition hardware, feature extraction, pattern recognition and predictions (Figure 3.3).

Sensor
acquisition

Feature
extraction

Pattern
recognition Predictions

taste generator

Figure 3.3: A basic workflow of E-Tongue

Some studies exist on the application of an electronic tongue to monitor tea fermentation. In

[69], a handheld E-Tongue-based model prototype for detecting optimum fermentation levels

of tea has been proposed. The prototype used the level of taste of tea to determine its level

of fermentation. The model recorded a correlation of 0.995 with a commercially available E-

tongue. However, the prototype was not implemented in real-deployment environment thus its

stability has not been confirmed. Researchers in [70] performed a feasibility study on adopting

SVM in classifying tea taste obtained from E-Tongue in order to detect the fermentation levels

of tea. The model obtained good correlation with the experts’ decision. In [71], an E-tongue to

monitor theaflavins levels of tea with a an aim of detecting optimum levels of fermentation has

been proposed. The PCA was adopted for data analysis and the model recorded good correlation

with the expert judgement. The proposal was delivered as a feasibility study. Research in

[43] proposes an electronic tongue with the use of a KNN algorithm and adaptive boosting for

development of an E-Tongue for monitoring fermentation levels of tea. The model recorded

good results in the classification tasks where an ensemble of KNN and CNN produced the

highest accuracy of 100%. This is a promising approach and it will be interesting to establish

how the model will perform in real-deployment.
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In [42], authors performed a feasibility of applying CNN in the classification of taste from

5 major categories of tea in China. The approach was promising as it recorded an accuracy of

99.9% in the classification tasks. This is very encouraging and its very interesting to see how

the approach perform in real-deployment. Work in [72] performed a feasibility study on the

application of ET and support vector regression in classifying Cut-Tear-Curl (CTC) tea taste

during fermentation of tea. The model showed promising results although it was evaluated on

a limited dataset Further, a study in [73] proposed an ensemble of E-Tongue and E-Nose in

the detection of optimum tea fermentation levels. They adopted PCA for data analysis and the

approach recorded good classification performance and showed the advantage of using both

smell and taste in the detection of tea fermentation levels. Additionally, study in [74] proposed

an approach of classifying fermentation levels of tea using E-Tongue and SVM for processing

of the taste patterns. The stability of the approach will be ascertained when implemented in

real-deployment.

Table 3.2 shows some of the selected work on the application of E-Nose in the detection

of tea fermentation. Most of the studies are in the form of feasibility studies while a study in

[69] proposes their solution in the form of a prototype. However, machine learning models are

consistently being adopted for data processing with a shift towards CNN models in the recent

years.

Table 3.2: Selected studies on application of E-Nose in the detection of tea fermentation
Paper Technology readiness sensors data processing Publication year
[69] prototype E-Tongue traditional 2010
[70] feasibility study E-Togue SVM 2011
[73] feasibility study E-Tongue+E-Nose PCA 2013
[71] prototype E-Tongue PCA 2015
[72] feasibility study E-Togue SVM 2017
[74] feasibility study E-Tongue SVM 2017
[42] feasibility study E-Tongue DL 2019

E-Nose: Electronic Nose E-Tongue: Electronic Nose
DL: Deep Learning PCA: Principal Component Analysis
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3.4 Machine Vision based Models for Tea Fermentation

The rapid development of computer vision technology in recent years has led to an increased

usage of computational image processing and recognition methods. Perhaps a pioneering work

in the application of machine vision in the detection of optimum fermentation levels of tea was

presented in [26] in the form of a feasibility study while adopting traditional methods for data

processing. The approach involved a camera continuously taking pictures of tea and based on

traditional data processing techniques, predict the classes of tea. This pioneering feasibility

study was improved and presented as a prototype in [39] where a digital camera was used

to capture colour images during the fermentation process. The RGB colour model was used

so that histogram dissimilarity measurements matched the colour of test images to a standard

image colour [26]. The approach showed good correlation with the expert judgements. Further,

authors in [75] performed a feasibility study on the application of MV in the optimum detection

of black tea fermentation where SVM was used for data processing. The SVM was tasked with

classifying the tea fermentation images that had been captured. The average accuracy in one of

the classes was 73% while the highest recorded average was 94% which were very encouraging.

Research in [76] proposes a quality indexing model for black tea during fermentation using

image processing techniques. The analysis of the images was done using LDA and PCA where

they correlated well with the expert judgement.

Authors in [77] undertakes a feasibility study on applying SVM in the classification of tea

fermentation images. The evaluation of the approach was limited but further conlusion can be

made when it is applied in real-time monitoring of tea fermentation. In [78], artificial neural

networks (ANN) and image processing techniques are applied to detect color changes of tea

during fermentation The approach recorded good correlation with the decisions of the experts.

However, it was a complex approach and computationally intensive. Additionally, a study in

[79] adopted machine vision for the detection of optimum fermentation levels of tea where

SVM was adopted for data processing. The approach recorded promising results on the limited
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dataset that was used for evaluation Recently, researchers in [80] proposed the detection of

fermentation levels of tea using MV and traditional regression methods for data processing.

They compared their prediction to the classification from biochemistry analysis where both

approached recorded a correlation of 95%. Table 3.3 presents some of the selected studies on

application of M-vision in the detection of tea fermentation. There is an accelerated acceptance

of MV in the detection of optimum tea fermentation because it is cheap and easier to implement

[81]. However, the same phenomena witnessed in Table 3.1 and Table 3.2 where most of the

studies are in the form of feasibility studies is witnessed in Table 3.3. This could be due to

the cost involved in moving a feasibility study to real-deployment, and aso it time to develop

prototypes.

Table 3.3: Selected studies on application of M-vision in the detection of tea fermentation
Paper Technology readiness sensors data processing publication year
[26] feasibility study camera traditional 2002
[39] prototype camera traditional 2005
[81] feasibility study camera traditional 2014
[75] prototype camera SVM 2016
[77] feasibility study camera SVM 2018
[76] feasibility study camera traditional 2020
[78] feasibility study camera CNN 2020
[79] feasibility study camera SVM 2021
[80] feasibility study camera traditional 2021

CNN: Convolution Neural Network SVM: Support Vector Machine MV: Machine vision

3.5 Internet of Things based techniques

The internet of things is one of the current major revolution methods in computing. The IoT

is being applied in many fields, including agriculture [82]. The IoT connects several devices

and enables them to communicate for data sharing and for coordinating activities as shown in

Figure 3.4 where several heterogeneous devices have been connected.

The tea sector is attracting attention from researchers, and the authors have proposed the ap-

plication of IoT to monitor temperature and humidity during the fermentation of tea. Research
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Figure 3.4: The concept of the Internet of Things according to [83]

in [84] proposed a sensor network to monitor the relative humidity and temperature of tea dur-

ing fermentation. Also, [85] developed an IoT-based system for monitoring the temperature and

humidity of tea during processing, while [86] proposed an IoT-based system to monitor the tem-

perature and humidity of tea during fermentation. The proposed works have been deployed in

a tea factory to monitor temperature and humidity during tea processing. The models are, thus,

a step in the right direction, but their scope was only on monitoring of physical conditions of

tea during its fermentation. An opportunity exist to deploy the smart tea fermentation detection

models using the IoT for real-time detection of tea fermentation.

3.6 Research Gaps and Summary

This Chapter has reviewed the proposals to the detection of fermentation levels of tea in the areas

of: Electronic Nose, Electronic Tongue, Machine Vision and the internet of things. From the

studies, it is evident that automating the detection of tea fermentation levels is an active research

area as how fermentation is done directly affects the quality of the made tea and consequently its

market value [87], [88]. However, most of the proposals are in the form of simulation models.

The implication is that there are promising results being reported by these studies but the real
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test of a model should be in their operation environment. However, some of the technological

proposals have deployed their models in tea factories. There are a handful proposals which

are in the form of an ensemble of more than one of these techniques which is an encouraging

phenomena. Perturbing, there is no reported dataset of tea fermentation images which is a

limiting phenomenon as researchers have no dataset to train and evaluate their machine learning

models for the detection of optimum fermentation levels of tea.

The IoT is presently gaining momentum in its application to monitoring temperature and

humidity during tea fermentation. However, most of the proposals are simulated models and

have not been deployed in real tea fermentation environments.

3.7 Future Research Directions

The following are some of our proposed research directions: applying image processing with

machine learning techniques to decide the part of a leaf to pluck is recommended. The following

machine learning classification models can be applied together with image processing: Random

Forest [89], decision tree [90], Convolutional Neural Network [91], K-Nearest Neighbor [92],

Support Vector Machine [22], Linear Discriminant Analysis [93] and Naive Bayes [94]. We

suggest that researchers consider the following in choosing the ML model to adopt: comput-

ing resources available, performance requirements, energy consumption and time available for

training them.

There is also a need to utilize renewable energy [95] in deploying the IoT devices to help in

overcoming the challenge of need for high amount of energy. It was estimated that by the end

of 2020 [83], there were more than 20 billion IoT devices deployed therefore the demand for

energy will is very high. There is a need to also deploy underground sensor networks [96] in tea

plantation to monitor physical conditions for improved tea yields. The sensor networks would

ensure that tea grows under optimum conditions thus ensuring that the quality of tea produced

is high.
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From this chapter,there is no existing dataset on tea fermentation images. This is a serious

gap as there will be a challenge of lack of data to train and evaluate machine learning models.

Consequently, it is recommended that in the future, efforts should be made to release more open

source image datasets in tea processing.

Finally, there is a need to explore on deploying more deep learning techniques [117] in mon-

itoring tea processing. This will make many Convolutional Neural Network (CNN) networks

available and will make the application of transfer learning [117] in monitoring tea processing

a viable approach.
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Chapter 4

Prologue to Second Article

4.1 Article Details

G. Kimutai, A. Ngenzi, R. Ngoga Said, R. C. Ramkat, and A. Förster, “A Data Descriptor for

Black Tea Fermentation Dataset,” Data, vol. 6, no. 3, p. 34, Mar. 2021, issn: 2306-5729. doi:

10.3390/data6030034.

Personal Contribution. The idea of writing a data descriptor arose out of a meeting with

Anna Förster. Formal analysis was done by A. Förster; I did methodology together with A.

Förster; I implemented the software for data collection with supervision, from A. Ngenzi, R.

Ngoga Said, R. C. Ramkat, and A. Förster. I did the validation and visualization of the results.

I also wrote the original draft while A.Ngenzi, R. Ngoga Said, R. C. Ramkat, and A. Förster

performed writing review and editing. I produced all of the figures and tables. All authors read

and agreed to the published version of the manuscript.

4.2 Context

At the time that we wrote this article, there was no existing data descriptor on black tea fermen-

tation images. This motivated us to explore collecting a tea fermentation dataset and releasing

it to the community. The data descriptor underwent a peer review, published and is available in

[97]
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4.3 Contributions

The contribution of this paper is to release and a describe a black tea fermentation dataset. To

the best of our knowledge, this is the only existing black tea fermentation dataset thus we expect

to witness researchers using the dataset to train, validate and evaluate their machine learners.

4.4 Recent Developments

After publishing the data descriptor, we have also collected a tea sickness dataset from a tea

farm in Koiwa location, Bomet county, Kenya. The dataset contains the following classes of

tea diseases: red leaf spot, algal leaf spot, bird’s eye spot, gray blight, White spot, anthracnose,

and brown blight. Further, it also has a healthy tea leaves to act as a baseline. The dataset can

be found in [98]. This will add richness to the tea sickness dataset in [99] which contains the

following classes: tea leaf blight, tea red leaf spot and tea red scab.

28



Chapter 5

Data Descriptor for a Black Tea Fermentation Dataset

Tea is currently the most popular beverage after water. Tea contributes to the livelihood of more

than 10 million people globally [100]. There are several categories of tea, but black tea is the

most popular, accounting for about 78% of total tea consumption [101]. Processing of black tea

involves the following steps: plucking, withering, crushing, tearing and curling, fermentation,

drying, sorting, and packaging [102]. Fermentation is the most important step in determining

the final quality of the processed tea [103]. Fermentation is a time-bounded process and it must

take place under certain temperature and humidity conditions [104]. During fermentation, tea

color changes from green to coppery brown to signify the attainment of optimum fermenta-

tion levels [105]. These color changes are currently manually monitored. At present, there

is no existing dataset on tea fermentation images which is a limiting phenomena as datasets

are required for training machine learners. Thus this study provides a tea fermentation dataset

available, composed of tea fermentation conditions and tea fermentation images.

5.1 Background and Rationale

Tea is currently among the most popularly consumed beverage across the world [11] and is

responsible for the economic growth of many countries, including India, Sri-Lanka, Kenya,

China among other countries [15]. These top tea-producing countries produce several varieties

of tea, which include: yellow tea, illex tea, oolong tea, black tea, white tea, among others [106].

Among these categories of tea, black tea is the most consumed, accounting for approximately

78% of the total daily consumption of tea [107]. Kenya is the leading exporter of black tea
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worldwide, with her major tea-producing counties being Kericho, Bomet, Nandi, and Nyeri

[16]. The crop is a source of livelihood for more than 10 million of the total countries’ esti-

mated population of 47 million people [108]. Although the crop is still the leading exchange

earner for the county, the sector is ailing due to ever-reducing tea prices [109]. This is attributed

to increased competition from other countries, poor management, and the low quality of tea pro-

duced, among others [40]. The steps of processing black tea are plucking, withering, crushing,

tearing and curling, fermentation, drying, sorting, and packaging [21]. Among these processes,

fermentation is the key determinant of the final quality of the processed tea [49]. The process

should take place at 22-26 ◦ C for 60-90 minutes depending on the clone of the tea [78], [110].

During fermentation processes, tea changes color from green to coppery brown and finally to

dark red [84]. The optimally fermented tea is coppery brown in color, and has a fruity smell

and a sweet taste, while the underfermented tea is green in color, and has a grassy smell and

a strong taste [111]. The overfermented tea is dark red and is characterized by a bitter taste

[24]. Currently, the optimum fermentation of tea is monitored manually by tea tasters, adopt-

ing the following techniques: monitoring color change, tasting tea as fermentation progresses,

and smelling the odor of tea during fermentation [112]. These manual methods are subjective

and lead to a compromise in the quality of the made tea. Image processing and machine learn-

ing techniques have shown high levels of ability in various fields, including medicine [113],

education, E-Commerce [17] tourism and banking, among others [114]. However, for image

processing and machine learning to work, there is a need for data for training and evaluation

of the models. Worryingly, there is only one reported open-source dataset on tea fermentation

images [115], which is a limiting phenomenon as researchers have only one dataset to train and

evaluate their machine learning models. Therefore, this study aims to resolve this challenge

by adopting the Internet of Things (IoT) to capture and release a tea fermentation dataset com-

posed of temperature, humidity, and black tea fermentation images. The rest of the chapter is

arranged as follows. Section 5.2 presents the materials and methods while section 5.3 provides

the description of the dataset. We do provide data validation in section and conclude the chapter
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in section 5.5.

5.2 Materials and Methods

This section describes the resources and the approach followed in the collection of the dataset.

Section 5.2.1 discusses on the resources while the collection of the dataset is discussed in Sec-

tion 5.2.2.

5.2.1 Resources

The following resources were instrumental in acquiring the data: Raspberry pi, Pi-Camera,

Server, and programming languages. Raspberry Pi model B+ was adopted due to its increased

processing power and its dual-band Wi-Fi Feature [116]. The Raspbian operating system for

raspberry pi [117] was used. Raspian was chosen as it is available at no cost and is easy to

install and use. A raspberry pi camera of 8 megapixels was used. The board was chosen since

it is very small, weighing around 3 g, making it perfect for deployment with the raspberry pi.

Amazon Web Services (AWS) [118] was chosen as a cloud provider for storage of the data. The

AWS provides services that make it easy to store images and also offers an initial free service

for 1 year. Python programming language [119] was used in writing programs to capture the

images and using the Pi camera. The block diagram of the system for capturing the dataset is

shown in Figure 5.1.

5.2.2 Collection of the Dataset

The Internet-of-Things-based system for capturing the data was deployed in the Sisibo factory,

Kenya for 4 days: 10–13 August 2020. The system was set up just above the tea fermentation

bed as shown in (Figure 5.2). After collection of each image, the tea experts provided ground

truths on their correct classes.
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Figure 5.1: Block diagram of the data collection system

5.3 Data Description

This study releases a black tea fermentation dataset [120] which contains black tea fermentation

images and physical parameters of tea during fermentation, which were collected in Sisibo tea

factory, Kenya between 10 and 13 August 2020. The file structure of the dataset is shown in

Figure 5.3.

Black tea fermentation conditions are contained in a comma-separated values (CSV) file

and contain the fermentation time, temperature, humidity, reference to image and the category

of tea (Figure 5.4).

The images folder contains images that were taken as fermentation took place. These im-

ages correspond with the Reference showing the images column in the CSV files. In addition

to these images, “Categorized black tea fermentation images” folder contains 6000 black tea

fermentation images categorized into three classes of 2000 images each. The classification of

these images was based on the decision of two tea fermentation experts. The experts relied on

the color, smell, and taste of tea during fermentation to classify the images. The classes are
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Figure 5.2: Collection of the dataset in Sisibo tea factory, Kenya using Raspberry pi and Pi
camera.

underfermented, fermented, and overfermented (Figure 5.5).

The underfermented tea is in a folder labeled “underfermented tea images” in the “Catego-

rized black tea fermentation images” folder. Tea in this category is partially fermented. These

tea images are usually green. The images are labeled from “underfermented 00 ” to ”underfer-

mented 1999”. A sample of the images is presented in Figure 5.5 (a). The optimally fermented

tea is correctly fermented and is usually coppery brown. The fermented tea is in a folder labeled

“optimally fermented tea images” in the images folder. The images are labeled from “fermented

00” to “fermented 1999”. A sample of the images is presented in Figure 5.5 (b). The fermen-

tation level of overfermented tea is beyond the optimum and is dark red. Overfermented tea is

in a folder labeled “overfermeted tea images”. The images are labeled from “Overfermented

00” to “Overfermented 1999”. A sample of the images is presented in Figure 5.5 (c).

5.4 Data Validation

The fermentation of tea must take place within a given range of temperature and humidity

[121]. These ranges vary in different countries but, in Kenya, the acceptable range is between

18 and 30 ◦ celcius while the acceptable humidity values are 35 % and 95%. Figure 5.6 shows

temperature and humidity values during a fermentation cycle in Sisibo Tea Factory on 10 August
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Figure 5.3: File structure of the black tea fermentation dataset.

Figure 5.4: File structure of the black tea fermentation dataset.

2020. The fermentation process started at 12:31:13 h. The temperature recorded ranged from

19 °C to 28 °C , which was well within the optimum ranges. The values of the temperature

increased steadily with time due to the natural climatic conditions of the area. On the other

hand, humidity was between 75% and 92% for the low and the high, respectively. The values

of humidity reduced steadily with time. The fermentation curve was smooth and it took 68 min

before the tea was fully fermented.

Figure 5.7 shows temperature and humidity values during a fermentation cycle in Sisibo tea

factory on 11 August 2020. The fermentation process started at 08:48:03 h. The temperatures

recorded ranged from 20.6 °C to 24.50 °C. These temperatures were within the optimum. The

values of the temperature increased steadily with time due to the natural climatic conditions of
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a) underfermented b) optimally fermented c) overfermented

Figure 5.5: Classes of tea fermentation dataset a)underfermented b)optimally fermented
c)overfermented.

Figure 5.6: Fermentation conditions of tea in Sisibo tea factory on 10 August 2020.

the area. The highest humidity value recorded was at 90.8% while the least humidity was 38

◦ celcius which was within the accepted humidity values. The values of humidity fluctuated

throughout the fermentation period. The fermentation curve was smooth and it took 51 min

before the tea was fully fermented. This is the shortest fermented duration reported in this data

descriptor, as the fermentation temperatures were higher than the rest of the days.

Figure 5.7: Fermentation conditions of tea in Sisibo tea factory on 10 August 2020.

Figure 5.8 shows temperature and humidity values during a fermentation cycle in Sisibo tea
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factory on 12 August 2020. The fermentation process started at 02:00:13 h. The temperature

recorded ranged from 15 °C to 25.53 °C. Some of the temperatures values fell below the opti-

mum, unlike on 10 August 2020. This is due to the fermentation occurring in the early morning

when the region is naturally colder than during midday hours, however, these values increased

steadily with time. The humidity values recorded ranged from 37% to 95%. The fermentation

curve was smooth and it took 64 min before the tea was fully fermented.

Figure 5.8: Fermentation conditions of tea in Sisibo tea factory on 12 August 2020.

The average temperature and humidity values recorded on 13 August 2020 is presented in

Figure 5.9. The temperature values ranged from 17 ◦ c to 23 ◦c. The humidity values ranged

from 40% to 98% which was beyond the range of 95%.

Figure 5.9: Fermentation conditions of tea in Sisibo tea factory on 13 August 2020.

5.5 Conclusion

In this chapter, a tea fermentation dataset has been described. The dataset was collected in the

Sisibo tea factory, Kenya using an IoT-based model. The model predicted fermentation cycle of
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tea and correlated well with the decisions of the tea fermentation experts. Fermentation experts

gave ground truths for the dataset. The dataset can be used by researchers in training machine

learning models for the detection of the optimum fermentation of tea. This is a significant

achievement in the field of applying machine learning to the detection of optimum fermentation

of tea, as this is the only existing dataset for training these models.
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Chapter 6

Prologue to Third Article

6.1 Article Details

Kimutai G, Ngenzi A, Said RN, Kiprop A, Förster A. An Optimum Tea Fermentation Detection

Model Based on Deep Convolutional Neural Networks. Data. 2020; 5(2):44.

Personal Contribution. The idea of writing this feasibility study arose out of a meeting

with Anna Förster,A. Ngenzi and R. Ngoga Said. Formal analysis was done by A. Förster; I

did methodology together with A. Förster; I implemented the software for data collection with

supervision, from A. Ngenzi, R. Ngoga Said, Kiprop A, and A. Förster. I did the validation

and visualization of the results. I also wrote the original draft while A. Ngenzi, R. Ngoga Said,

Kiprop A, and A. Förster performed writing review and editing. I produced all of the figures

and tables. All authors read and agreed to the published version of the manuscript.

6.2 Context

At the time that we wrote this article, machine learning was showing a lot of promise in various

domains. However, from the first article, we realised that the same success had not be realised

in the detection of optimum tea fermentation. This motivated us to explore machine learning

for the detection of optimal tea fermentation. The work has been published and is available in

[107].
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6.3 Contributions

The contribution of this paper was the development of a deep learner for the detection of opti-

mum fermentation levels of tea. The methodology of its development was given and its available

for adoption in transfer learning for other comparable tasks.

6.4 Recent Developments

Since the development of this model, [122] developed a deep learner for recognising chinese tea.

Authors in [123] adopted machine learning to classification odor from Electronic Nose(EN) for

the detection of optimal fermentation levels of tea. More recently, authors in [124] performed a

feasibility study on the use of deep learning in identifying tea shoots for plucking.

40



Chapter 7

An Optimum Tea Fermentation Detection Model Based on

Deep Convolutional Neural Networks

Tea is one of the most popular beverages in the world and its processing involves a number of

steps which includes fermentation. Tea fermentation is the most important step in determining

the quality of tea. Currently, optimum fermentation of tea is detected by tasters using any of

the following methods: monitoring change in color of the tea, tasting and smelling the tea as

fermentation progresses. These manual methods are not accurate. They lead to a compromise

in the quality of tea. This study proposes a deep learning model dubbed TeaNet based on

Convolution Neural Networks (CNN). The input data to TeaNet are images from fermentation

and LabelMe datasets. We compared the performance of TeaNet with other standard machine

learning techniques: Random Forest (RF), K-Nearest Neighbor (KNN), Decision Tree (DT),

Support Vector Machine (SVM), Linear Discriminant Analysis (LDA) and Naive Bayes (NB).

TeaNet was more superior in the classification tasks compared to the other machine learning

techniques. However, we will confirm the stability of TeaNet in the classification tasks in our

future studies when we deploy it in a tea factory in Kenya.

7.1 Introduction

As mentioned in Chapter 1, tea is one of the most popular and lowest cost beverages in the world

[9]. Currently, more than 3 billion cups of tea are consumed every day worldwide. This popular-

ity is attributed to its health benefits which include prevention of breast cancer [10], skin cancer

[11], colon cancer [12], neurodegenerative complication [13], prostate cancer, many others. Tea

is also attributed to the prevention of diabetes and boosting metabolism [14]. Depending on the

41



manufacturing technique, it may be described as green, black, oolong, white, yellow and com-

pressed tea [125]. Black tea accounts for approximately 70% of tea produced worldwide. The

top four tea producing countries are China, Sri Lanka, Kenya, and India.

Perturbing, tea tasters determine optimum fermentation manually by either of the following

methods: smell peaks, color change, infusion and tasting of tea. The constant intervention of

humans in a fermentation room disturbs the environment created for fermentation and is also

unhygienic. Moreover, humans are subjective and prone to error [88]. These manual methods

lead to a compromise in the quality of produced tea and translate to low prices of tea. Therefore,

there is a need for alternative means of monitoring the process of fermentation which is the focus

of this research.

7.1.1 Introduction to Machine Learning

Currently, machine learning has been applied to many different fields: engineering, science,

education, medicine, business, accounting, finance, marketing, economics, stock market, and

law, among others [27], [126]–[129]. Machine learning is a branch of artificial intelligence (AI)

that enables a system to learn from concepts and knowledge [36]. Deep learning is a collection

of machine learning algorithms which models high-level abstractions in data with non-linear

transformations [130]. Deep learning works with the principle of the Artificial Neural Networks

(ANN) system and its fundamental computation unit is a neuron [91], [127], [130]. In ML,

feature extraction and classification are in different steps, while in deep learning they are in a

single step and are done concurrently.

The contribution of chapter paper is twofold: First, this research proposes a deep learning

model based on CNN for monitoring black tea during fermentation. Secondly, this research

releases a tea fermentation dataset [115]. The rest of the Chapter is arranged as follows: pre-

sentation of some of the studies aimed at digitizing fermentation is done in Section 7.2 and a

discussion of materials and methods used in this research is presented in Section 7.3. We dis-

cuss the implementation of the algorithms in Section 7.4. Section 7.6 provides the results and
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their discussion and the Chapter is concluded in Section 7.7.

7.2 Related Work

With advancements in computing, digitization across many fields is being witnessed [131]. In

agriculture, tea processing has been receiving attention from researchers. Research in [76]

proposes a quality indexing model for black tea during fermentation using image processing

techniques.They adopted component analysis (PCA) and linear discriminant analysis (LDA)

for data processing and they provided the proposal as a feasibility study. Research in [77] pro-

posed a model that could detect fermentation levels of tea based by classification fermentation

images. In [78], artificial neural networks (ANN) and image processing techniques are applied

to detect color changes of tea during fermentation. Research in [132] applied SVM with image

processing to detect optimum tea fermentation. In [133], the authors used image processing

to detect the color change of tea during fermentation where is showed good correlation with

the experts’ decisions. Authors in [71] implemented an ensemble of electronic tongue with

machine vision to predict the optimum fermentation of black tea. They applied CNN model to

predict the classes based on images and also taste of tea. From the literature, tea fermentation is

an active research area with authors suggesting different approaches. However, the tea fermen-

tation dataset has not to be used. The use of image processing is the most viable approach due

to the low cost of imaging devices. Additionally, a color change is easy to detect compared to

taste and odor.

7.3 Materials and Methods

After acquiring data, the next phase was data preprocessing where activities discussed in sec-

tion 7.3.2 were done. The cleaned data was fed to the ML classifiers for training.The ML clas-

sifiers adopted were: decision tree, random forest, k-nearest neighbor, TeaNet, support vector

machine, linear discriminant analysis, and Naive Bayes. The training involved hyperparameter
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tuning until when the models were fully trained. Some of the hyperparameters were the learning

rate, number of the epoch, regularization coefficient and batch size. Some of the optimization

strategies available included grid search, random search, hill-climbing, and bayesian optimiza-

tion, among others [134]. In this study, we adopted the grid search and random search methods.

The models were then validated and evaluated using the data discussed in section 7.3.1. In

Model validation, models which did not pass the validation tests were taken back to training

phase. The evaluation results are presented in Section 7.6. The models can be deployed to a tea

fermentation environment after the aforementioned steps.

Data Ingestion Data Preparation

Hyperparameter
Turning

Trained Model

ML Model Training

Model Validation Model Evaluation Deployment

Figure 7.1: Implementation of machine learning techniques

7.3.1 Datasets

In this chapter, two datasets were used: tea fermentation and LabelMe datasets. Since there was

no existing standard dataset on tea fermentation images existing in the community, we used La-

belMe dataset to validate our results for it is widely used by researchers in image classification

to report their results, the dataset is available at no cost, and there was no available dataset on

images of tea fermentation images. Further, two distinct datasets were used so as to produce

a general model that could solve be adopted by transfer learning for use across domains. We

discuss each of the datasets in the following paragraphs.

The images in the tea fermentation dataset [97] were taken in a black tea fermentation

environment in a tea factory in Kenya as we have discussed in Chapter 5. The tea fermentation

dataset contained 6000 images that were captured during the fermentation of black tea. Figure
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7.2 shows an image of each of the classes of the tea fermentation dataset.The classes of the

images in this dataset are: underfermented, fermented and overfermented. The underfermented

tea is green in color while the fermented tea is coppery brown. The overfemented tea is dark

red in color. Ideally, fermentation should be ended when tea is coppery brown in color.

Underfermented Fermented Overfermented

Figure 7.2: Examples of classes of the tea fermentation dataset

Table 7.1 shows the number of images for every class that was used as training, validation,

and testing datasets for the classification algorithms. The 80/20 ratio of training/test data is the

most commonly most commonly used ratio in neural network applications and was adopted in

this research. Besides, 10% subset of the test dataset was used to validate the results. A total of

4,800 images distributed equally to the 3 classes of images were used for training of the models.

To perform validation, 40 images were used in each of the classes while 360 images were used

to test the model in each of the 3 classes.

Table 7.1: The image dataset comprising of three classes of images of tea fermentation
Class training validation testing

Underfermented 1600 40 360
Fermented 1600 40 360

Overfermented 1600 40 360
Total 4800 120 1080

The other dataset that we adopted in this study is LabelMe dataset [135] The dataset is one

of the standard datasets which researchers in the field of image classification use to report their

results. The dataset contains 2688 images from 3 classes of outdoor scenes. The classes are

forest, coast, and highway. Examples of image from each of the classes is shown in Figure 7.3.
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Figure 7.3: Examples of categories of LabelMe dataset. Source [135]

Table 7.2 shows the number of images used for training, validation, and testing in each of

the categories. As with the case in LabelMe dataset, we adopted the 80/20 ratio for training and

testing and 10% for validation.

Table 7.2: Number of images used for training, validation and testing in the LabelMe dataset
Class training validation testing
Coast 717 18 161
Forest 717 18 161

Highway 717 18 161
Total 2151 54 483

7.3.2 Data Preprocessing and Augmentation

After collecting the images they were resized to 150 × 150. Resizing images to 150 × 150

before inputting them into different networks was done to adapt different pre-training CNN

structures. We adopted semantic segmentation annotation method discussed in [136] to annotate

the images. There are numerous types of noise in images but the most common are photon noise,

readout noise, and dark noise [137], [138]. To perform denoising, we adopted the linear filtering

method.

The models were evaluated by the following metrics: Precision, Recall, F1-Score, and Con-

fusion matrix. These metrics have been discussed in Section 7.5. We briefly describe the per-

formances in the following paragraphs.
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7.3.3 Feature Extraction

Feature extraction in image processing is the process of extracting image features. It is the most

crucial step in image classification as it directly affects perfomance of the classifiers [139].

There are various techniques of feature extraction but in this Chapter, we adopted color his-

togram for color feature extraction and Local Binary Patterns (LBP) algorithm for texture ex-

traction.

7.3.3.1 Color Feature Extraction

Color is an important feature descriptor of an image. During tea fermentation, the color change

is evident as the process continues. Relative color histograms in different color spaces can be

used to describe tea fermentation images. There are several color spaces which include Red-

Green Blue (RGB), Hue Saturation Value (HSV), Hue Saturation, Brightness (HSB), and among

others[140]–[142]. RGB color space represents a mixture of Red, Green, and Blue. This is the

color space that was used to represent the images in this paper. We used color histogram [143]

to extract color features of the images that are then fed to the classifiers for training, evaluation,

and testing. To construct a feature vector from the color histogram, we used OpenCV [144].

The input was an image of RGB color space. The RGB color space was converted to HSV

so as to separate image luminance from color information and represented by 3 channels (the

Hue, the Saturation and the Value). We used 8 bins to represent the three channels. Finally,

the range of the channels was between 0-150 since the images had been resized to 150 by 150

pixels. Figure 7.4 (a) shows an image of underfermented tea while Figure 7.4 (b) shows the

corresponding color histogram.

7.3.3.2 Texture feature extraction

Textures are characteristic intensity variations that originate from the roughness of an object

surface. The texture of an image is classified into first-order, second-order and higher-order
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a) Original image b) Color histogram ofimage in (a)

Figure 7.4: Generation of color features of an image using color histogram

statistics [145]. There are a variety of methods of extracting texture features including Local

Binary Patterns (LBP), the Canny edge detection, discrete wavelet transform, gray level occur-

rence matrix and among others [146]–[148]. In this paper, we adopted LBP to extract the texture

features of the images. LBP has many advantages which include: reduced histograms, consid-

ers the center pixels point effect [149] , and among others. The LBP algorithm is represented

by equation 7.1 defined on a 3 × 3 lattice :

LBPxc,yc =
7

∑
n=0

2n(In − I(xc,yc)) (7.1)

Where LBP xc,yc is the value at the center pixel xc,yc, Inis the values of neighbor pixel. I(xc,

yc) is the intensity at the center pixel.

The steps of the Texture Feature extraction were as follows:

1. The original image was converted into a grayscale image using the approach discussed in

[150]. The color grayscale image generated is shown in Figure 7.5 (b)

2. LBP algorithm was then used to calculate each of the pixel in grayscale image as shown

in Figure 7.5. Both LBP xc,yc value and texture image are generated. The generated

texture image is shown in Figure 7.5 (c)

3. Finally, the texture image obtained was converted into gray- scale histogram as shown in
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Figure 7.5 (d)

(a) Original image (b) Gray scale of image in (a)  (c) Texture image extracted by LBP (d) Gray-scale histogram

Figure 7.5: Conversion of image to grayscale histogram using LBP

7.3.4 Classification Models

We perform the classification of the images in the datasets discussed in Section 7.3.1 using the

following classifiers: The next paragraphs discuss each of the classifiers.

7.3.4.1 Decision Tree

Decision Tree is a machine learning technique that employs a tree structure to specify the order

of the decisions and the consequences [151]. During training, it generates rules and decision

trees. The generated trees are followed in the classification of the new data [152]. It has the

following constituents: root node, internal node and leaf node (Figure 7.6). Branches and leaves

point to the factors that concern a particular situation [153].

It is one of the most used machine learning algorithms in classification [154], [155], because of

its advantages which include: high tolerance to multicollinearity [156], flexibility, and exclusion

of factors which are not important automatically [151], [157], among others. Some of the

weaknesses of the classifiers are that: it is unstable and a small change in data pattern result in

a completely different tree and are often inaccurate among others [90].
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Figure 7.6: Example of classification by a Decision Tree

7.3.4.2 Random Forest

Random forest is a machine learning model that operates by constructing multiple decision

trees during training [132], [158]. The constructed multiple trees are then used for prediction

during classification. Each individual tree in the random forest outputs a class prediction and

the class with most votes becomes the model’s prediction [159]. Figure 7.7 shows an example

of classifying an image using Random Forest. The image was classified as belonging to Class

A since the majority of the trees (2) classified it as belonging to Class A. The classifier can

estimate missing data, it can balance errors in datasets where classes are imbalanced and can

be used for both classification and regression [160]–[163]. Additionally, it has better results

compared to decision tree algorithm, the random forest has a better classification result [132],

[164]. However, Random Forest is not as effective in regression tasks as it is in classification

and is a black box model [89], [165], [166].

7.3.4.3 K-Nearest Neighbor

K-Nearest Neighbor (KNN) is a non-parametric machine learning model used for classification

and regression [92], [167], [168]. In classification tasks, KNN determines the class of a new
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Figure 7.7: Example of a Random Forest operation

sample based on the class of its nearest neighbors. During decision making in a classification

task, it finds k training instances that are closest to the unknown instance. It then picks the most

occurring classification for the k instances [169]. It determines a dominant category to the target

object in which k is the number of training samples. This algorithm assumes that samples are

close to each other belong to the same category in classification [92]. Figure 7.8 illustrates an

example of a classification using KNN. The task is to find a class that the triangle belongs to. It

can either belong to the blue ball class or the green rectangle. The k is the algorithm we wish

to take a vote from. In this case, let us say k=4. Hence we will make a cycle with the triangle

as the center just to enclose only three data points on the plane. Clearly, the triangle belongs to

the blue ball class since all of its nearest neighbors belong to that class.

The algorithm is simple to implement and has a robust search space [170]–[172]. The main

challenge of the model is the expense incurred in terms of large computations in identifying

neighbors in a large amount of data[173], [174].
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Figure 7.8: K-NN proximity algorithm map

7.3.4.4 Convolutional Neural Network

Convolutional Neural Network (CNN) is a class of deep learning technique that is currently

emerging in solving computer vision challenges which includes detection of objects [175], seg-

mentation [176], image classification [177], among others. CNN emerged in the mid-2000s due

to the development in computing power of hardware of the computer [178]. A CNN is com-

posed of the following layers (Figure 7.9): an input layer, convolutional layer, pooling layer,

dense layer, and output layer. An input layer of a CNN is the layer where the input is passed to

the network. In Figure 7.9, the input layer contains an image which needs to be classified [179].

Convolutional layers are a set of filters need to learn. The filters are used to calculate output

feature maps, with all units in a feature map sharing the same weights [179]–[181]. A pooling

layer will then sum up the activities and selects the maximum values in the neighborhood of

each feature map [182]. A dense layer consists of neurons in a neural network which receive

inputs from all the neurons in the previous layer [183]. Convolutional has shown high accuracy

in image recognition tasks however they have high computation tasks [184].
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Figure 7.9: A typical CNN architecture

7.3.4.5 Support Vector Machine

Support Vector Machine (SVM) is a non-probabilistic binary classifier that aims at finding a

hyperplane with a maximum margin to separate high dimension classes by focusing on the

training samples located at the edge of the class distribution [185]. The model is based on

statistical learning theory and the structural risk minimization theory [186]. The model chooses

extreme vectors which help in creating the hyperplane. These extreme points are referred to

as support vectors. In binary classification problem with linearly separable (Figure 7.10), has

a goal to find the optimum hyperplane, through maximizing the margin and minimizing the

classification error between each class.

Figure 7.10: An Example of a classification task using SVM

Some of the advantages of SVM is its ability to rely on its own memory efficiency and

ability to work well with classes having distinct margins [187], [188]. However, SVM tends

to take large training time for a large dataset and is not effective for overlapping classes [177],
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[189].

7.3.4.6 Naive Bayes

Naive Bayes is a probabilistic model based on Bayes’ theorem. Bayes’ theorem provides the

relationship between the probabilities of two events and their conditional probabilities [94],

[190], [191]. A Naive Bayes classifier assumes that the presence or absence of a particular

feature of a class is unrelated to the presence or absence of other features[192], [193]. In

classification tasks, NB constructs a probabilistic model of the features and applies the model in

prediction of the new instances. Figure 7.11 shows a sample of balls belonging to two classes,

yellow and green. The task is to estimate the class which the ball with a question mark belongs

to. There is a very high probability that the ball belongs to class green since most of the balls

belong to that class.

a) Classification problem b) Classification solution of (a)

Figure 7.11: Example of classification using Naive Bayes

7.3.4.7 Linear discriminant analysis

Linear discriminant analysis is an approach developed by the famous statistician R.A. Fisher,

who arrived at linear discriminants from a different perspective [194]. He was interested in

finding a linear projection for data that maximizes the variance between classes relative to the

variance for data from the same class [195]. LDA combines features of a class and builds on

separating the classes. It models the differences between classes and builds a vector for differ-

entiating the classes based on the difference in the classes [21], [196]. LDA is popular because
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of its low-cost implementation, its ease of adaptation for discriminating non-linearly separable

classes, through the kernel trick method [197], and among others. Some of the weaknesses of

LDA includes its challenge in handling large dataset among others [198]. Figure 7.12 (a) shows

a classification problem while Figure 7.12 (b) shows the solution to the classification problem

using LDA.

a) Classification problem b) Classification solution of (a)

Figure 7.12: Example of classification using Local Discriminant Analysis

7.3.5 TeaNet

TeaNet is a deep learning model based on Convolutional Neural Network (CNN). The network

architecture of TeaNet is an improvement upon the standard AlexNet model [199]. We chose

AlexNet as inspiration because: it was among the earliest CNN architectures thus stable [200],

[201], it has proven to show outstanding performance in an agricultural domain which is com-

parable to our current challenge [202]. We designed an optimum tea fermentation detection

model with relatively simple network structure and a small computational needs. To construct

TeaNet, we reduced the number of convolutional layer filters and the number of nodes in the

fully connected layer. This reduced the number of parameters that require training thus reduc-

ing overfitting problem. Further reducing them reduces the cost of running the model and also

reduced the training time. The patterns that our CNN was to learn was not too complex like the

original challenge that AlexNet had to solve thus we had a liberty to reduce the complexity of

the orginal AlexNet mode. The basic architecture of the network is shown in Figure 7.13.
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Figure 7.13: The architecture of the TeaNet that we propose for optimum detection of tea
fermentation

The Input images were rescaled to 150 × 150 pixels and the three color channels discussed in

Section 7.3.3.1 were all processed directly by the network. Table 4 shows the layer parameters

of TeaNet.

Table 7.3: Layer parameters for the TeaNet
Layer Parameter Activation Function
input 150 × 150 × 3 -

Convolution1 (Conv1) 32 convolution filters (11 × 11), 4 stride ReLU
Pooling1 (Pool1) Max pooling (3 × 3) 2 stride -

Convolution2 (Conv2) 64 convolution filters (3 × 3), 1 stride ReLU
Pooling2 (Pool2) Max pooling (2 × 2) 2 stride -

Convolution3 (Conv3) 128 convolution filters (3 × 3), 3 stride ReLU
Pooling3 (Pool3) Max pooling (2 × 2) 2 stride -

Full Connect4 (fc4) 512 nodes, 1 stride ReLU
Full Connect5 (fc5) 128 nodes, 1 stride ReLU
Full Connect5 (fc6) 3 nodes, 1 stride ReLU

Output 1 node Softmax

The layers are defined as follows:

1. The first convolutional layer comprises of 32 filters and a kernel size of 11 × 11 pixels.

This layer is followed by a rectified linear unit (ReLU) operation. ReLU is an activation

function that provides a solution to vanishing gradients [180]. Its pooling layer has a

kernel size of 3 ×3 pixels, with two strides.

2. The second convolutional layer comprises of 64 filters and a kernel size of 3 × 3 pixels

and is followed by a ReLU operation, its pooling layer has a kernel size of 2 × 2 pixels.
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3. Additionally, the third convolutional layer comprises of 128 filters and a kernel size of 3

× 3 pixels and followed by ReLU with a kernel size of 2 × 2 pixels.

4. The first full connection layer was made up of 512 neurons and followed by a ReLu and

a dropout operation. The dropout operation is proposed in CNN to solve overfitting as it

trains only a randomly selected nodes [203]. In this study, We set the ratio of dropout to

0.5.

5. The second full convolutional layer had 128 neurons and was followed by a ReLU and

dropout operations.

6. The last fully convolutional layer contains three neurons, which represent 3 classes of

images in tea fermentation and LabelMe datasets. The output of this layer is transferred

to the output layer to determine the class of the input image. A softmax activation function

is then implemented to force the sum of the output values to be equal to 1.0. Softmax also

limits the individual output values between 0-1.

At the beginning, the weights of the layers were initialized with random values from a

Gaussian distribution. To train the network, a stochastic gradient descent (SGD) technique,

with a batch size of 16 and a momentum value of 0.9 [204] were adopted. Initially, the learning

rate across the network was set to 0.1 and a minumum threshold set at 0.0001. The number of

epochs was set as 50 and the weight decay set to 0.0005. The accuracy of TeaNet increased with

an increase in epoch and it achieved an accuracy of 1.0 at epoch 10 (Figure 7.14 (a)). At the

beginning of the iteration, the accuracy is low since the weights of the neurons are not fully set.

After each iteration, the weights are updated. The validation accuracy shows a steady increase

and the model had an accuracy of 1.0. The loss of TeaNet during training and validation is

illustrated in Figure 7.14 (b). There is a steady reduction in the loss from the first epoch up to

epoch 10 where the loss value is at 0 for both training and validation sets. From Figure 7.14,

the model has good performance and is not overfitted as it records good results in unseen data.
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Figure 7.14: Accuracy and loss of TeaNet during training and validation

7.4 Implementation

To implement the classification models discussed in section 7.3.4 and TeaNet model discussed

in section 7.3.5. The following are the specifications of computational platform used in per-

forming the experiments: Processor: intel Core i7, Memory size of 64GB, RAM of 8GB, Hard

Drives: 1TB, GPU: NVIDIA GeForce RTX 2070 8 GB, and Windows 10 Pro 64-bit operating

system. python programming language was adopted. Some of the reasons for adopting python

was: it has rich libraries [119], moderate learning curve [205], it is free and open source [206].

Some of the libraries that we adopted alongside python are: Tensorflow [207], [208], Keras

[209], Seaborn [210], matplotlib [211], sklearn [212], [213], OpenCV [144], pandas [214] and

numpy [215].

7.5 Performance Evaluation Metrics in Machine Learning

In this section, we describe the metrics that were used in evaluation of the ML models and

results reported in Section 7.6.

Precision is the ratio of the correct classification to the total number of classifications [216],

[217]. A low precision indicates a large number of false positives [197]. It can be represented

by equation 7.2.
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Precision =
T P

T P+FP
(7.2)

Where: TP is an outcome where the model correctly classifies a class, FP is an outcome where

the model incorrectly classifies a class.

Recall is the ratio of the number of correctly classified images to the total number of images

[197], [216]. It is the actual positives that are correctly classified to the correct classes. Recall

can be represented by equation 7.3.

Recall =
T P

T P+FN
(7.3)

Where: TP is an outcome where the model correctly classifies the positive class, FN is an

outcome where the model incorrectly classifies the negative class.

F1 Score is the harmonic mean between precision and recall. It tells how precise a classifier

is in the classification tasks, as well as how robust it is [218]. It is represented by equation 7.4.

F1−Score = 2× P×R
P+R

(7.4)

Where P is the precision and R is the recall.

Accuracy is the fraction of predictions the model got right. Therefore it is the sum of correct

predictions divided by all the predictions. It can be represented by equation 7.5.

Accuracy =
T P+T N

T P+T N +FP+FN
(7.5)

Where: TP is an outcome where a model correctly classifies the positive class, FP is an outcome

where a model incorrectly classifies the positive class, TN is an outcome where the model

correctly classifies a negative class, FN is an outcome where a model incorrectly classifies a

negative class.

Logarithmic Loss or Log Loss works by penalizing false classifications [216]. In classifica-
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tion tasks, it is the measure of the inaccuracy of classification. An ideal logarithmic loss should

be 0. Logarithmic loss can be represented by equation 7.6.

Loss =−(g(log(p))+(1−g)log(1− p)) (7.6)

Where: g is the predicted probability, p is the true label.

A confusion matrix is used to summarize the classification performance of a classifier with

test data [197]. Sensitivity in a confusion matrix measures the proportion of actual positives

that are correctly identified and can be represented by equation 7.7.

Sensitivity =
T P

T P+FN
(7.7)

Where: TP is the number of correct classification, while FN is an outcome where the model

incorrectly classifies the negative class.

7.6 Evaluation Results

Results of the precision of the classifiers in the two datasets are shown in Figure 7.15. All

the classifiers generally categorized majority of the images correctly. TeaNet classifier clearly

performed better than the rest of the classifiers. TeaNet achieved an average precision of 1.0

and 0.96 on the tea fermentation and LabelMe datasets respectively. Generally, the majority

of the classifiers except Decision Tree produced better precision in the fermentation dataset

compared to the LabelMe dataset. This is because there was a distinctive change in color in the

3 categories of fermentation images. The classifiers recorded an average precision of between

0.78-1.00 in the fermentation dataset and 0.65-0.96 for the LabelMe dataset. From these results,

any of the classifiers can be adopted for classifying tea fermentation. further, TeaNet recorded

good results across the datasets and thus shows a lot of stability in the classification tasks and

is a good fit for classifying tea fermentation images. Furthermore, these results are significant
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because majority of the models classified correctly most of the true positives. Even though NB

recorded least results across the datasets, by achieving an average of 0.78 in tea fermentation

implied that it was still applicable for this task.

Figure 7.15: Precision of classification for each of the classifiers for the two datasets.

Recall values are illustrated in Figure 7.16. Once again TeaNet outperformed the other

classifiers by producing the highest average recall values across the datasets. The majority of

the classifiers had better performance in the tea fermentation dataset compared to the LabelMe

dataset. The classifiers had an average recall of 0.75-1.0 for the tea fermentation dataset and an

average of 0.58-0.96 for LabelMe dataset. KNN also had a good performance by recording an

average recall of 0.93 and 0.85 for the tea fermentation and the LabelMe dataset respectively.

Naive Bayes recorded the lowest recall values. From these results, it is evident that TeaNet and

KNN produced the best recall values.

We compared the F1 score of TeaNet with the other classifiers and presented the results in

Figure 7.17. The F1 score values of TeaNet was higher than the other classifiers. The classi-

fiers recorded F1 values of between 0.58-0.9 for the LabelMe dataset and 0.75-1.00 for the tea

fermentation dataset. We can note that TeaNet showed alot of effectiveness as it achieved an

F1 of 1.00 in the tea Fermentation dataset and 0.9 for the LabelMe dataset(Figure 7.17). KNN

also recorded a good performance of 0.93 and 0.85 for tea fermentation and LabelMe datasets

respectively.

61



Figure 7.16: Recall of classification for each of the classifiers for the two datasets.

The performance of the classifiers in terms of accuracy is presented in Figure 7.18. The

majority of the classifiers had good accuracy results. TeaNet achieved an average accuracy of

1.00 for the tea fermentation dataset and an average accuracy of 0.958 for the LabelMe dataset.

This shows that TeaNet once again outperforms the other classifiers. Each of the classifiers

produced an accuracy of more than 0.6 across the datasets. It shows that the probability of

each of the classifiers in classifying the dataset is more than 60%. Naive Bayes recorded an

average accuracy of 0.67 and 0.77 for the LabelMe and tea fermentation dataset respectively.

On the other hand, Decision Tree recorded an average accuracy of 0.94 and 0.85 for the tea

fermentation and the LabelMe datasets respectively. These results show that the majority of the

classifiers can be applied to detect the tea fermentation images.

Finally, a confusion matrix was used to further evaluate the classification models (Table 7.4).

The least specificity recorded by the classifiers was 73.5% and the highest was 100.0%. TeaNet

recorded an average Sensitivity of 100% for fermented, an average of 100% for overfermented

and finally an average of 100% for underfermented. From these experimental results, TeaNet

outperformed the other classifiers in the classification tasks. In general, all the classifiers had

good performance across the two datasets. Most importantly, none of the classifiers confused

overfermented for underfermented tea. Most of them confused overfermented with fermented
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Figure 7.17: F1 Score of classification for each of the classifiers for the two datasets.

classes which is not a serious concern especially during transition between underfermented and

fermented, and between fermented and overfermented, the images look very similar. These

results show that the majority of the classifiers could be used in real deployments. Importantly,

the effectiveness of TeaNet in the tea fermentation dataset was a great achievement.

7.6.1 Discussions of the Results

We have evaluated the performances of the following ML models using tea fermentation dataset

and LabelMe datasets: Random Forest (RF), K-Nearest Neighbor (KNN), Decision Tree (DT),

Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), TeaNet and Naive Bayes

(NB). We evaluated them using the following metrics: precision, recall, f-measure, accuracy and

sensitivity. From the evaluation results, TeaNet outperformed the rest of the classifiers across the

metrics. This is in agreement with the state of the art [219] where DL have better performances

than the traditional ML models because they are more sophisticated. Most importantly, all

the classifiers recorded promising results as well. The study also highlighted that the standard

ML models performed promisingly and thus in resource constrained environments where the
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Figure 7.18: Accuracy of classification for each of the classifiers for the two datasets.

correctness of the classification is not critical, picking one of them can be satisfactory.

7.7 conclusion

In this Chapter, a deep learning model dubbed TeaNet was proposed. We have assessed the

capabilities of TeaNet and other standard machine learning classifiers in categorizing images.

We used tea fermentation and LabelMe datasets for training and evaluating the classifiers. From

the experimental results, TeaNet outperformed the other classifiers in the classification tasks. In

general, all the classifiers had good performance across the two datasets. These results show that

the majority of the classifiers can be used in real deployments. Importantly, the effectiveness of

TeaNet in the tea fermentation dataset is a great achievement.

Additionally, the results from this study highlight the feasibility of applying TeaNet in the

detection of tea fermentation, which would significantly improve the process. This will, in turn,

increase the quality of produced tea and subsequently increase the value of the made tea. This

will lead to improved livelihoods of the farmers and the general improvement of the country’s

GDP. The same technique can be applied to the fermentation of coffee and cocoa. In our future

studies, we will implement TeaNet with the Internet of Things in real deployment in a tea factory
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Table 7.4: Confusion matrix recorded by the classifiers
Class fermented overfermented underfermented Sensitivity
DT(fermented) 250 32 78 69.4%
DT(overfermented) 59 301 0 83.6%
DT(underfermented) 271 0 89 75.3%
SVM (fermented) 296 22 39 82.2%
SVM (overfermented) 68 291 1 80.8%
SVM (underfermented) 61 0 299 83.1%
KNN (fermented) 339 14 7 94.2%
KNN (overfermented) 41 300 19 83.3%
KNN (underfermented) 17 0 343 95.3%
LDA (fermented) 331 11 18 92.0 %
LDA (overfermented) 17 335 8 93.3%
LDA (underfermented) 76 0 284 78.9%
RF (fermented) 325 14 21 90.3%
RF (overfermented) 50 310 0 86.1%
RF (underfermented) 45 0 315 87.5%
NB (fermented) 261 19 80 72.5%
NB (overfermented) 89 253 19 70.3%
NB (under fermented) 96 0 264 73.3%
TeaNet (fermented) 360 0 0 100.0%
TeaNet (overfermented) 0 360 0 100.0%
TeaNet (underfermented) 0 0 360 100.0%

to monitor fermentation of black tea.
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Chapter 8

Prologue to Fourth Article

8.1 Article Details

Kimutai, G., Ngenzi, A., Rutabayiro Ngoga, S., Ramkat, R. C., and Förster, A.: An inter-

net of things (IoT)-based optimum tea fermentation detection model using convolutional neu-

ral networks (CNNs) and majority voting techniques, J. Sens. Sens. Syst., 10, 153–162,

https://doi.org/10.5194/jsss-10-153-2021, 2021.

Personal Contribution. After successful feasibility study and results reported in third article,

Anna Förster, A. Ngenzi and R. Ngoga Said urged me to go for full deployment of the model.

The formal analysis of the article was done by A. Förster; I did methodology together with A.

Förster; I implemented the software for data collection with supervision, from A. Ngenzi, R.

Ngoga Said, S., Ramkat, and A. Förster. I did the validation and visualization of the results. I

also wrote the original draft while Ngenzi, R. Ngoga Said, S., Ramkat, and A. Förster performed

writing review and editing. I produced all of the figures and tables. All authors read and agreed

to the published version of the manuscript.

8.2 Context

After showing promising results in the feasibility study, we were motivated to implement the

TeaNet model for real-deployment in the monitoring of tea fermentation in Sisibo tea factory,

Kenya.
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8.3 Contributions

The contribution of this paper is twofold. First, this study is the only attempt at implementing

the internet of things and deep learning for the monitoring of tea fermentation. Second we share

some of the lessons that we learned in the process of deploying the model in the factory.

8.4 Recent Developments

This paper is very recent therefore no more recent developments to report.
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Chapter 9

An Internet of Things (IoT)-based Optimum Tea

Fermentation Detection model using Convolutional Neural

Networks (CNNs) and Majority Voting Techniques

Tea (Camellia sinensis) is one of the most consumed drinks across the world. Based on pro-

cessing techniques, there are more than 15000 categories of tea, but the main categories include

yellow tea, oolong tea, illex tea, black tea, matcha tea, green tea, and sencha tea, among others.

Black tea is the most popular among the categories worldwide. During black tea processing,

the following stages occur: plucking, withering, cutting, tearing, curling, fermentation, drying,

and sorting. Although all these stages affect the quality of the processed tea, fermentation is

the most vital stage as it directly defines the quality. Fermentation is a time-bound process, and

its optimum is currently manually detected by tea tasters monitoring colour change, smelling

the tea, and tasting the tea as fermentation progresses. This chapter explores the use of the in-

ternet of things (IoT), deep convolutional neural networks, and image processing with majority

voting techniques in detecting the optimum fermentation of black tea. The model was made

up of raspberry pi 3 models with a Pi camera to take real-time images of tea as fermentation

progresses. We deployed the model in the Sisibo Tea Factory for training, validation, and eval-

uation. When the deep learner was evaluated on offline images, it had a perfect precision and

accuracy of 1.0 each. The deep learner recorded the highest precision and accuracy of 0.9589

and 0.8646, respectively, when evaluated on real-time images. Additionally, the deep learner

recorded an average precision and accuracy of 0.9737 and 0.8953, respectively, when a majority

voting technique was applied in decision-making. From the results, it is evident that the model

can be used to monitor the fermentation of various categories of tea that undergo fermentation,

including oolong and black tea, among others. Additionally, the model can also be scaled up by
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retraining it for use in monitoring the fermentation of other crops, including coffee and cocoa.

9.1 Introduction

Tea (Camellia sinensis) is currently among the most prevalent and extensively consumed drinks

across the world, with a daily consumption of more than 2 million cups. The high consumption

is credited to its medicinal values, i.e. reducing heart diseases, aiding in weight management,

preventing strokes, lowering blood pressure, preventing bone loss, and boosting the immune

system, among others. Historical evidence indicates that the tea plant was indigenous to China

and Burma, among other countries [18]. Tea is a source of many types of tea, which includes

oolong tea, black tea, white tea, matcha tea, sencha tea, green tea, and yellow tea, among

others. The processing techniques determine the category of tea produced. Globally, Kenya is

the leading producer of black tea. Black tea is the most popular among the categories of tea,

and it accounts for an estimate of 79% [7] of the entire global tea consumption. The processing

steps of black tea are plucking, withering, cutting, tearing and curling, fermentation, drying,

and sorting redas discussed in Chapter 1 and illustrated in Figure 1.1. The fermentation step

is the most crucial in deciding the final quality of the black tea [125]. During the process,

catechin compounds react with oxygen during oxidation to produce two compounds, namely

theaflavins (TF) and thearubigins (TR). These compounds determine the aroma and taste of the

tea [14]. Also, fermentation changes the tea colour to coppery brown and causes a fruity smell.

Hence, the fermentation process must stop at the optimum point as fermentation beyond the

optimum point destroys the quality of the tea [26]. Presently, tea tasters estimate the level of

fermentation of tea by monitoring change in colour, smelling the tea, and tasting an infusion of

tea [107]. These methods are biased, intrusive, consume a lot of time, and are inaccurate, which

compromises the quality of the produced tea [42].

The internet of things (IoT) has established itself as one of the greatest smart ideas of the

modern day [27] and its effects have been seen in each feature of human ventures, with huge
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possibilities for smarter living [220]. IoT has shown huge potential in many fields, including

agriculture, medicine, manufacturing, sports, and governance, among others [221].

With the complication of challenges in the 21st century, majority voting is being applied to

machine learning to improve performance as it provides an extra layer of decision-making to the

model. Majority voting is an ensemble machine learning model that combines the predictions

from multiple other models. It is a technique that may be used to improve model performance,

ideally achieving better performance than any single model used in the ensemble [222]

Deep learning is currently shaping how machine learning is applied to various areas. Some

of the prominent areas where deep learning has shown a lot of promise include machine vi-

sion, speech recognition, audio processing, health diagnosis, and fraud detection, among others

[223]. In [107], a deep learner dubbed “TeaNet” was developed based on image processing and

machine learning techniques. The deep learner was trained, evaluated, and validated based on

the dataset in [97]. In this Chapter, the TeaNet model was deployed to classify real-time tea fer-

mentation images in Sisibo Tea Factory. Additionally, a majority voting technique was applied

to aid in decision-making by the model. The subsequent sections of this paper are presented as

follows: Section 9.2 provides the related work, Section 9.3 provides the materials and methods,

while Section 9.4 presents the evaluation results, and Section 9.6 gives the conclusion of the

Chapter.

9.2 Related Work

As mentioned in Chapter 1, the fermentation process is the most important step in determining

the quality of the produced tea. Consequently, researchers have been proposing various meth-

ods of improving the monitoring of the fermentation process of tea. There are proposals to

apply image processing, IoT, electronic nose, electronic tongue, and machine learning, among

others. With the maturity of image processing, many researchers are presently proposing it

for application in the detection of optimum tea fermentation [224]. The application of image
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processing and a support vector machine algorithm in the detection of the optimum fermen-

tation of tea has been proposed [26], [225]. Additionally, [26] proposed colour matching of

tea during fermentation with neural networks and image processing techniques. Convolutional

neural networks (CNNs) have shown great promise in image classification tasks across fields.

Additionally, [226] and [227] show the great capabilities of CNNs in image classification tasks.

They have shown that the data-hungry nature of deep learning has been mitigated by the aspect

of transfer learning. Consequently, CNNs are now being applied in monitoring tea processing,

including the detection of optimum fermentation of tea [107], [228]. Additionally, CNNs have

been adopted to detect diseases and pest-infected leaves [179], [229]–[231]. Furthermore, a

neural-network-based model for estimating the basic components of tea theaflavins (TF) and

thearubigins (TR) is proposed [18]. A study in [225] fused near-infrared spectroscopy with

computer vision to detect optimum fermentation in tea. All these proposals are in the form of

simulation models. They have reported promising results, but they are yet to be deployed in real

tea-processing environments.

IoT is being applied in many fields, including agriculture. The tea sector is attracting atten-

tion from researchers, and the authors have proposed the application of IoT to monitor tempera-

ture and humidity during the fermentation of tea. A study in [84] proposed a sensor network to

monitor the relative humidity and temperature of tea during fermentation. Also, [85] developed

an IoT-based system for monitoring the temperature and humidity of tea during processing.

The proposed works have been deployed in a tea factory to monitor temperature and humidity

during tea processing. The models are, thus, a step in the right direction, but their scope was

only on monitoring those physical parameters during tea processing. From the literature, it is

evident that the tea fermentation process is receiving most of the attention from researchers

due to its importance in the determination of the quality of tea, with many of the proposals

being an ensemble of machine learning and image processing techniques. The IoT is presently

gaining momentum in its application to monitoring temperature and humidity during tea pro-

cessing. However, most of the proposals are in the form of simulation models and have not
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been deployed in real tea fermentation environments. Additionally, deep learning is gaining

more acceptance compared to standard machine learning classifiers in monitoring tea process-

ing due to its intelligence and the ability to use transfer learning to solve challenges across

various domains.

9.3 Materials and Methods

This section presents the following: the system architecture, resources, deployment of the

model, image database, majority voting-based model, and the evaluation metrics.

9.3.1 System architecture

The architecture of the proposed model to monitor the fermentation of tea in real time is pre-

sented in Figure 9.1. The system had a node containing a Pi camera attached to a Raspberry

model. The system is connected through Wi-Fi technology to the edge and the cloud environ-

ments.

Figure 9.1: System architecture for the IoT-based optimum tea fermentation monitoring system
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9.3.2 Resources

The following resources were applied in the implementation: Raspberry Pi 3 Model B+, a Pi

camera, an operating system, a server, and programming languages. We discuss each of these

in the next paragraphs:

1. Raspberry Pi 3: This study adopted Raspberry Pi 3 Model B+ with the following specifi-

cations: quadcore 1.2 GHz, a 64 bit central processing unit (CPU), 2 GB random-access

memory (RAM), a 40-pin extended general-purpose input/output (GPIO), camera serial

interface port, and micro secure digital (SD) card. The model was powered by 2A power

supply [116].

2. Pi camera: In this research, a Raspberry Pi camera of 8 MP was used. The board was

chosen since it is tiny and weighs around 3 g, making it perfect for deployment with the

Raspberry Pi.

3. Operating System: The Raspbian operating system [116] was used. It was chosen because

it has a rich library, and it is easy to work with.

4. Server: The Apache server [232] was adopted to obtain data and send the data to the edge

environment for the local users and a cloud-based environment for remote users. For the

cloud environment, Amazon Web Services (AWS) [118] was chosen as it provides a good

environment for the deployment of IoT systems.

5. Programming Languages: The Python programming language [233] was used for writing

programmes to capture the images using the Pi camera. It has various libraries [119] and

is open source [205]. Some of the libraries adopted included the following: TensorFlow

[213], Keras [207], Seaborn [209], Matplotlib [211], pandas [207], and NumPy [215].

Additionally, the Laravel PHP framework was adopted in writing application program-

ming interfaces (APIs). HTML5 (the hypertext markup language) and CSS (cascading

style sheets) were used in designing the web interfaces of the model.
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9.3.3 Image Database

As discussed in Section 9.1, TeaNet was trained, validated, and evaluated using data set from

[97]. The data set contained 6000 images of three classes of tea, i.e. underfermented, fermented,

and overfermented. Fermentation experts provided the ground truths of all the images, which

enabled the classification of all the images into the three classes. From the experts’ judgement,

fermentation degrees of tea with time depends on the following factors: time [234], temperature

and humidity level at which fermentation takes place, the clones of the tea, nutrition levels of

the tea, age of tea, stage of growth of tea, plucking standards, and post-harvesting handling.

Presently, more than 20 clones of tea are grown in Kenya [40]. We presented an example of

each image of the classes in Figure 7.13.

9.3.4 Majority Voting for TeaNet

We developed a deep learning model that is dubbed TeaNet [107] and is based on CNNs.

AlexNet [199], the widely used network architecture in CNNs, inspired the development pro-

cess. We designed the model for simplicity and to reduce the computational needs. TeaNet

was chosen over the traditional methods since it outperformed the traditional methods in the

simulation experiments reported in Chapter 7 and published in [107]. Additionally, TeaNet as

a deep-learning-based model is trained rather than programmed; thus, it does not require much

fine-tuning. TeaNet is flexible as it be can be retrained using other data sets for other domain

applications, unlike OpenCV algorithms that are domain-specific [235]. With transfer learn-

ing [204], TeaNet can be applied to solve challenges in other fields. Figure 7.13 shows the

architecture of the developed TeaNet model. The architecture of the TeaNet that we propose

for optimum detection of tea fermentation was discussed in Chapter,7 and illustrated in Figure

7.13.

Gaussian distribution was adopted in initializing the weights of the network. A stochastic

gradient descent [204] technique, with a batch size of 16 and a momentum value of 0.9, was
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chosen. The rate of learning was 0.1, with a threshold minimum of 0.0001. The network

learning iterations were set at 50, with a weight decay of 0.0005. The model registered a steady

increase in accuracy with increasing epoch numbers, registering a perfect precision of 1.0 at

epoch 10. The accuracy of the model increased with each iteration as the weights of the neurons

were turned after every iteration. The validation accuracy of the model was 1.0 at epoch 10 (7,

Figure 7.14 (a)). The loss of the model during training and validation was illustrated in 7, Figure

7.14 (b). The loss steadily reduces, with epoch increases up to epoch 10 where there is no loss.

These values are promising, as they depict a stable loss rate.

During real-deployment, TeaNet did not show promising results as it did during the simula-

tion and reported in Chapter 7. To solve this challenge, we proposed a region-based majority.

(RBM) voting for TeaNet (RBM-TeaNet) composed of three steps.The steps were image seg-

mentation, the training of the TeaNet model, and majority voting (Figure 9.2). After the image

collection, as discussed in Section 3.3, the images were prepared for input into the CNN net-

work by resizing them to 150 × 150 pixels. The semantic segmentation annotation method

was followed to annotate the images according to [136]. Some of the common types of noise

in the images include photon noise, readout noise, and dark noise [236]. To perform denois-

ing, the linear filtering method was adopted. For the region-based majority voting for TeaNet

(RBMTeaNet), each region was labelled by voter data generated by the region majority voting

system. Each of the patches had three voters. One of the voters was in the centre of the patch,

with the others being generated randomly within the patch. Finally, the classification results

were arrived at from the candidate label that had the highest vote numbers (Figure 9.2).

9.3.5 Deployment of the model

We deployed the developed tea fermentation monitoring system in a tea fermentation bed in the

Sisibo Tea Factory, Kenya (Figure 9.3). The Pi camera was attached to a Raspberry Pi model

and used to take images of the tea in the fermentation bed at an interval of 1 min. The learned

model developed in [107]was trained and deployed in the Sisibo Tea Factory for validation
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Figure 9.2: The proposed workflow of the region-based majority voting for TeaNet.

between 1 and 30 July 2020 and thereafter evaluated between 10 and 16 August 2020. In the

tea fermentation bed, a Pi camera was deployed to take tea fermentation images in real time.

The server side contained the Raspberry Pi, a Wi-Fi router, and internet wall.

Figure 9.3: Application of Raspberry Pi 3 Model B+ with the Pi camera for taking pictures
during the fermentation of black tea in the Sisibo Tea Factory, Kenya.

Every collected image was sent to the Raspberry Pi through the jumper wires. In Rasp-

berry, the TeaNet model predicted the classes of images based on the knowledge gained during

training. The image was sent to the cloud servers by the Raspberry Pi with the use of Wi-Fi

technology for use by remote users. The internet wall was used to secure the connection to

cloud servers. A copy of each image was then sent to the edge servers locally for use by local

users. Each realtime image was displayed on the web page, which is accessible through both
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mobile phones and computers. Additionally, the web page displayed images alongside their

predicted classes.

9.4 Evaluation Results

We evaluated the model based on precision, accuracy, and confusion matrix. These metrics

have been discussed in Chapter 7 Section 7.5 . Figure 9.4 shows the evaluation results of

the model based on average precision. The evaluation results showed that TeaNet produced

a perfect simulation precision of 1.0, with an average of between 0.8485 and 0.9589 in real

deployment. The model produced an average precision of between 0.9260 and 0.9737 when

TeaNet and majority voting were combined. From the results, TeaNet performed better in terms

of precision when evaluated offline compared to when it was evaluated in real deployment.

Figure 9.4: The average accuracy of the TeaNet system in monitoring optimum tea fermentation.

Figure 9.5 shows the evaluation results of the TeaNet model based on accuracy. Also,

TeaNet showed high effectiveness when evaluated offline, based on the achieved average ac-

curacy of 1.0 across the scanning days. When TeaNet was evaluated in a real deployment en-

vironment, it achieved an average accuracy of between 0.7179 and 0.8646 across the scanning

days. Additionally, when majority voting was employed to aid in the decision-making process

of TeaNet, performance improved to an average ranging between 0.8372 and 0.8916.

78



Figure 9.5: The average accuracy of the TeaNet system in monitoring optimum tea fermentation

Table 9.1 presents the performance of the RBM-TeaNet model in terms of sensitivity. In

the tea factory, overfermented tea was not found, since such tea is low in quality and no tea

factory allows the fermentation of tea to reach that level. Generally, the model had good sen-

sitivity across days, with a minimum of 70.3% being achieved on 13 August 2020 where the

model classified six fermented images as underfermented and five of the fermented images were

classified as overfermented. More promisingly, the model could not confuse unfermented and

overfermented tea. This is because of the clear distinction in the two classes in terms of colour.

Table 9.1: Confusion matrix of RBM-TeaNet model during the fermentation of tea
Class fermented overfermented underfermented Sensitivity
10thAugust 2020 (unfermented) 41 4 0 91.1%
10thAugust 2020(fermented) 3 39 5 83.0%
11thAugust 2020 (unfermented) 45 6 0 88.2%
11thAugust 2020(fermented) 6 29 2 78.4%
12thAugust 2020 (unfermented) 42 5 0 89.4%
12thAugust 2020(fermented) 3 23 4 76.7%
13thAugust 2020 (unfermented) 48 3 0 94.1%
13thAugust 2020(fermented) 6 26 5 70.3%
14th August 2020 (unfermented) 42 5 0 89.4%
14th August 2020(fermented) 3 28 4 80.0%
15th August 2020 (unfermented) 48 4 0 92.3%
15th August 2020(fermented) 0 28 5 84.8%
16th August 2020 (unfermented) 45 2 0 95.7%
16th August 2020(fermented) 4 27 3 79.4%
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9.5 Discussion

From the evaluation results TeaNet recorded lower performances across the days compared to

when it was evaluated during simulation as reported in Chapter 7. This could be due to noise in

images when the camera was taking the images. However, the performance of the model was

improved when majority voting technique was introduced to add an extra layer of decisions.

The results thus confirmed that TeaNet was a good fit for the task. Further, the proposed model

was powered the the electrical energy from the grid, thus, the solution could only be provided

in tea factories which are connected to the grid.

9.6 Conclusion and Recommendations

This chapter has proposed a tea fermentation detection system based on IoT, deep learning,

and majority voting techniques. The IoT components were Raspberry Pi 3 Model B+ and

a Pi camera. The deep learner model was composed of three convolutional layers and three

pooling layers. The model developed was deployed to monitor tea fermentation in real time

in a tea factory in Kenya. The capabilities of the system were assessed based on the ground

truths provided by tea experts. The results from the evaluation are promising and signify a

breakthrough in the application of IoT, CNNs, and majority voting techniques in the real-time

monitoring of tea fermentation. The same technique can be applied to monitor the processing

of other categories of tea that undergo fermentation, including oolong tea. Additionally, the

model can be used for monitoring the fermentation of coffee and cocoa, since all of them have

a distinction in colour based on the fermentation degrees. It is recommended that future studies

monitor the physical parameters (temperature and humidity) of tea during fermentation to find

their effect on the quality of the made tea.
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Chapter 10

Prologue to Fifth Article

10.1 Article Details

G. Kimutai, A. Ngenzi, S. R. Ngoga and A. Forster, ”Offloading an Energy-Efficient IoT Solu-

tion to the Edge: A Practical Solution for Developing Countries,” 2021 IEEE Global Humani-

tarian Technology Conference (GHTC), pp. 265-272, doi: 10.1109/GHTC53159.2021

Personal Contribution. The idea of writing this paper came out of a meeting with Anna

Förster,A. Ngenzi and R. Ngoga Said. Formal analysis was done by A. Förster; I did methodol-

ogy together with A. Förster; i implemented the software for data collection with supervision,

from A. Ngenzi, R. Ngoga Said, and A. Förster. I did the validation and visualization of the

results. I also write the original draft while A. Ngenzi, R. Ngoga Said, and A. Förster performed

writing review and editing. I produced all of the figures and tables. All authors read and agreed

to the published version of the manuscript.

10.2 Context

At the time that we wrote this article, machine learning was showing a lot of promise in various

domains. However, from the first article, we realised that the same success had not be realised

in the detection of optimum tea fermentation. This motivated us to explore machine learning

for the detection of optimal tea fermentation.

The study in this chapter was presented in the 2021 Global Humanitarian Technology Con-

ference(GHTC 2021) and won the best paper award. The work is published in IEEE Xplorer as
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a conference proceedings and is available in [237]

10.3 Contributions

The contribution of this paper are threefold: first a proposed approach for deploying an IoT-

based model on an Edge environment which is closer to the end-users. Second, implementation

of the proposed approach including the necessary hardware and software changes and adapta-

tions and its evaluation on deployment environment. Third, powering the IoT-based solution

using Photo-voltaic (PV)-based power. This makes the solution usable in developing countries

where the power supply is unstable.

10.4 Recent Developments

This paper is very recent, therefore no more recent developments to report.
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Chapter 11

Offloading an Energy-Efficient IoT Solution to the Edge: A

Practical Solution for Developing Countries

Agriculture contributes to the economies of many developing countries. Tea is the most popular

crop in Kenya as it contributes majorly to her economy. Among the various stages of process-

ing tea, fermentation is the most important as it determines the final quality of the processed

tea. Presently, the process of monitoring is done manually by tea tasters by tasting, smelling,

and touching tea which compromises the quality of tea. In this Chapter, a deep learner dubbed

”TeaNet” is deployed in Edge and Fog environments for real-time monitoring of tea fermenta-

tion. We power the system using a Photovoltaic (PV) energy source to overcome the challenge

of unreliable power supply from the grid. Furthermore, the energy consumption of the solution

is reduced by applying duty cycling, where idle components are designed to sleep. We used the

Analysis of variance (ANOVA) and Post-hoc for data analysis. From the results, Edge regis-

tered the lowest latency compared to the Cloud and Fog environments. During deployment of

the energy optimized model, 50.6559Wh amount of energy was saved. This study recommends

that the task offloading model proposed in this study be explored in offloading tasks in other

fields.

11.1 Introduction

Although the IoT Solution presented in Chapter 9 was successful, it could not be deployed in

many tea factories as most of them were not connected to the electrical grid [238], [239]. Fur-

thermore, unreliable internet connection and costs associated with internet connectivity limited

its functionality as most of the areas in developing countries are connected with only 2G or
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with some areas with 3G and 4G, which are intermittent and expensive [240]. Thus it was es-

sential to achieve independence of energy, optimize the available power and eradicate the need

for internet connections in operations by offloading the tasks to the Edge environment.

11.2 Related Work

Presently, several studies have been conducted on offloading tasks from Cloud to Edge and

Fog environments. Edge environment have been adopted forhosting Machine Learning-based

solution for medication application has been proposed in [241]. The feasibility study showed

that the model which was running on an ensemble of KNN, NB, and SVM was able to work in

the resource-constraint environment. Most importantly the medication solution could provide

solution in real-time because of the reduced latency in the Edge as it is near the creation of

service. Authors in [242] proposed a model for automatically decide whether to offload tasks to

the Edge or not. The model is in the form of a mathematical model and it will be interesting to

test its performance when implemented. Research in [243] proposed an approach of offloading

tasks to the fog devices when the power consumption of the mobile devices are greater than the

consumption of the wifi devices. The approach promises to reduce the energy consumption as

most of the computations are offloaded to the Fog environment. Multiple Edge servers com-

plementing each other have been experimented in a study reported in [244]. These approach

of having multiple edge devices working together ensured that computations can be done by

another devices when one of them is down and assures availability. A Fog computing model

encompassing Cloud and local nodes has been proposed in [245]. Thus computationally inten-

sive tasks were done by the cloud while lighter ones by the fog devices. This reduced the cost

of computation.

Minimizing the power consumption of Raspberry Pi (RPi) is an active research area [246].

A mathematical model on RPi power consumption is presented in [247].Reducing power con-

sumption of RPi by sleeping when not active is reported in [248]. Generally, the RPi is accepted
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for application in various domains. However, the major limitation is that it is power-hungry

compared to other IoT Platforms. From these studies, it is evident that Fog and Edge environ-

ments are being considered as an alternative to the Cloud as they promise lower latency and

cheaper in terms of cost.

11.3 Materials and Methods

This section discusses proposed system architecture, energy harvesting components, IoT-based

data collection components, proposed energy optimization approach, and evaluation metrics.

11.3.1 System Architecture

The proposed system was composed of the following components: energy harvesting model,

IoT-based data collection module, and the hosting environment (Figure 11.1).

Figure 11.1: The system architecture of the task offloading model for IoT

The hosting environment involved Edge, Fog and Cloud. Edge and Fog servers are based

on offloading computations closer to the source of data [249]. Edge server takes computation

and storage to the device while Fog takes the computation to the gateways for processing by the
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resources at the Local Area Network (LAN) [250]. Edge and Fog are designed to complement

the cloud by providing cheap and secure deployment. Additionally, due to their low latency,

they are ideal for deploying real-time applications.

11.3.2 Energy Harvesting

Figure 11.2 shows the deployment of the PV-based energy harvesting model for IoT.

Solar Charge Controller
DC to DC Converter

Solar Battery
a)  Solar Panel stationed outside

Sisibo tea factory, Kenya b)  PV-based energy harvesting components deployed in Sisibo tea factory, Kenya

Solar Panel

Figure 11.2: Pv-based power harvesting for IoT

The energy harvested must power the IoT-based solution and a bulb to illuminate the fer-

mentation bed for uniform lighting. The longest time a fermentation could take place in the

Sisibo tea factory was 10 hours. Equation 11.1 gives the total amount of energy used by the

IoT-based solution during the period.

Energy-IoT = 3.44w×10h = 34.4Wh (11.1)

The bulb had a rating of 15w thus the total energy consumed is given by equation 11.2:

Energy-bulb = 15w×10h = 150Wh (11.2)

The total amount of energy consumed by the bulb and the IoT solution daily is given by

Equation 11.3:
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Energy-total = 150wh+34.4 = 184.4Wh (11.3)

The efficiency of the battery, DC-DC convertor, and the Charge Controller was 80%, 90%,

and 85% respectively. Therefore the solar array load is given by Equation 11.4:

PV -array =
184.4wh

0.8×0.9×0.85
= 301.3071Wh (11.4)

The worst solar radiation in the Eldoret region where the Sisibo factory is located is witnessed

in the months of August, with daily radiation of 5 hours. Thus we take this as the peak solar

radiation. Therefore the array load is given by Equation 11.5. Since Kenya lies within the

equator, the solar mismatch factor was minimal and thus ignored. Thus a solar panel of more

than 60 w could serve the model. We, therefore, chose a solar panel of 100w more than the

minimum of 60.26 and was also most widely available in the market at a fair price.

Array-Load =
301.3071wh

5h
= 60.26W (11.5)

A deep discharge solar battery was chosen as it is durable and works well with solar panels.

The battery had a maximum allowable discharge at 60% and had a rating of 12V. Thus the good

daily shot and the energy store is given by equation 11.6:

Energy-Required =
184.4wh

0.6
= 307.3333Wh (11.6)

Therefore the rating of the battery is given by equation 11.7. A battery of 30A/h was chosen

as it was the nearest rating available in the market.

rating-battery =
307.3333wh

12v
= 25.61A/h (11.7)

The specifications of the Energy harvesting system were: 100w solar panel, 12v 30 A/h

battery with its charge controller, and DC-DC converter.
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11.3.3 IoT-Based Components

The IoT-based hardware used in this experiment was the same as those reported in our prior

study [251]. They had: Raspberry pi 4 model B, Micro SD card, Pi camera, and DHT11

temperature and humidity sensors. The micro SD card of memory size 16 GB and a Pi camera

of 5 megapixels were used.

11.3.4 Optimization of Energy Consumption of IoT-Based Devices

To reduce the energy consumption of the model, we applied duty cycling or sleeping, where idle

components sleep when not performing tasks. In our case, we took an image every 60 seconds

and the processing time takes approximately 100 micro-seconds. Thus, our system was idle for

more than 60% of the time in an hour. By putting the GPIO pins, Pi-camera, Temperature and

humidity sensor, to sleep when idle, we potentially saved a lot of energy, even if also sleeping

modes consume some, but insignificant amount of energy.

11.3.5 Deployment Environments

This Chapter proposes offloading of the TeaNet model from the Cloud to the Edge. The Edge

node is closest to the source of data and does not require internet connectivity. When hosted

in the Edge, the performance of the model is compared to its performance when hosted in the

Fog and Cloud environments. With Fog, the computations take place within the resources in the

LAN while the Cloud is physically located far from the users, thus making transmission delay

large. Therefore, local users within the network of the factory could access the solution in Edge

and Fog environments. In contrast, remote users access the solution in the Cloud through the

Internet (Fig 11.3).

88



Figure 11.3: Proposed Task offloading model for TeaNet

11.3.6 Evaluation Metrics

After deploying the IoT-based solution, it was necessary to evaluate its performance. The fol-

lowing metrics were used: to measure latency, ten ping measurements were taken from an end-

user to Edge, Fog, and Cloud servers, and the minimum, average and maximum round trip time

was selected. The Cloud servers considered were from 5 popular Cloud service providers: Al-

ibaba Cloud, Google Cloud, Amazon Web Services (AWS), IBM Cloud, and Microsoft Azure.

A one-way Analysis of variance (ANOVA) [252] and a Post-hoc analysis [253] using Tukey

multiple comparisons of means pairwise at 95% confidence interval was done to compare the

latency of the environments. These statistical tools were implemented in the R software envi-

ronment for statistical computing and graphics as it is open-source, platform-independent, and

easy to use [254].

Furthermore we used the following metrics during evaluation: accuracy and precision. We

discussed these metrics in Chapter 7 Section 7.5.
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11.4 Evaluation Results

The proposed solution was evaluated based on latency, energy consumption, accuracy and pre-

cision.

11.4.1 Latency

To test the latency of the Edge server, we ran ten pings on the Edge server for 23 iterations. We

test the performance of the Edge using Shapiro–Wilk on the minimum, average and maximum

values of the Edge server (Figure 11.4). The null hypothesis(H0) is a variable in Shapiro–Wilk

test, distributed normally in a population, and its P-value should be greater than 0.05 for a

confidence level of 95%. From the results in 11.4(a), the P-value for the minimum latency was

0.02338 ms; thus, we rejected the null hypothesis since the P-value was less than 0.05. We

conclude that the data is not normally distributed. The P-value for the average latency was

0.478, which is greater than 0.05; thus, we accept the H0 and conclude that the latency of the

mean values is distributed normally. The average of the mean value was 28.22024 ms(Fig 11.4,

(b)). The latency of the maximum latency values is illustrated in Fig 11.4 (c). The P-value was

0.983, which was greater than 0.05; thus, the distribution was normal. At the 95% confidence

level, the upper limit of the minimum latency was 22.27891 ms, the mean was 21.9344, and its

lower limit was 21.58997ms.

Figure 11.4: The system architecture of the task offloading model for IoT

Fig 11.5 shows the mean latency in microseconds of the proposed Edge model in compar-
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ison with that of the five popular cloud service providers and the Fog. The Edge had the least

mean latency, followed by the Fog environment. Microsoft Azure, AWS, Google Cloud, and

IBM cloud had almost similar mean latency. Alibaba Cloud had the highest latency mean.

Further, results in Fig 11.5 show little within-group variance but high among-group variance.

The results show that there was no much difference in terms of the latency recorded by the cloud

service providers except Alibaba Cloud, which recorded high latency values. This is because it

did not have a data center in Africa like the rest of the cloud service providers, which had data

centers in Cape Town by the time of performing these experiments.

Further, a one-way ANOVA between AWS, Alibaba Cloud, Microsoft Azure, Google Cloud,

IBM Cloud, Edge, and Fog at 95% confidence level was conducted to compare the means of

latency time (Table 11.1). Results indicate evidence of a statistically significant difference in the

mean latency in the different environments as determined by one-way ANOVA (F(6,63)=709.4

and p-value < 2.2e-16).

Table 11.1: ANOVA of latencies of the environments

type Estimate Std Error t-value Pr (>t )
(Intercept) 150.838 4.495 33.557 < 2.2e-16

Alibaba Cloud 227.793 6.357 35.834 < 2.2e-16
Microsoft Azure 17.361 6.357 2.731 0.00818
Google Cloud 17.555 6.357 2.762 0.00753

IBM Cloud 137.315 6.357 21.601 < 2.2e-16
Edge -125.747 6.357 -19.781 < 2.2e-16
Fog -69.492 6.357 -10.932 3.45e-16

Results in Table 11.1 show that there were significant differences in the mean latency

of the environments but do not tell where the difference lie. Therefore, a Post-hoc analysis

using Tukey multiple comparisons of means pairwise at 95% confidence interval was done

(Table 11.2). The analysis indicated that the mean latency time for Alibaba Cloud, IBM

Cloud, Edge, and Fog was significantly different from AWS, Microsoft Azure, and Google

Cloud. However, AWS did not significantly differ in mean latency time from both Microsoft
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Figure 11.5: A box plot comparison of latency recorded by the environments

Azure and Google Cloud. The confidence intervals (CIs) for Microsoft Azure-AWS, Google

cloud-AWS, and Google cloud-Microsoft Azure (-1.999303,36.7215; -1.805603,369152 and
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-19.166703,19.5541, respectively) overlap zero implying a non-significant difference. These

results suggest that location affects the latency time. However, the location of the Edge gave

the least latency time. These results are in agreement with the findings from [255].

Table 11.2: Post-hoc analysis comparison of means the environments

type diff lower Upper P adj
Alibaba-AWS 227.7927 208.4323 247.1531 0.0000

Microsoft-AWS 17.3611 -1.9993 36.7215 0.1073
Google-AWS 17.5548 -1.8056 36.9152 0.1001

IBM-AWS 137.3152 117.9548 156.6756 0.0000
Edge-AWS -125.7469 -145.1073 -106.3865 0.0000
Fog-AWS -69.4920 -88.8524 -50.1316 0.0000

Microsoft-Alibaba -210.4316 -229.7920 -191.0712 0.0000
Google-Alibaba -210.2379 -229.5983 -190.8775 0.0000

IBM-Alibaba -90.4775 -109.8379 -71.1171 0.0000
Edge-Alibaba -353.5396 -372.9000 -334.1792 0.0000
Fog-Alibaba -297.2487 -316.6451 -277.9243 0.0000

Google-Microsoft 0.1937 -19.1667 19.5541 1.0000
IBM-Microsoft 119.9541 100.5937 139.3145 0.0000
Edge-Microsoft -143.1080 -162.4684 -123.7476 0.0000
Fog-Microsoft -86.8531 -106.2135 -67.4927 0.0000
IBM-Google 119.7604 100.3999 139.1208 0.0000
Edge-Google -143.3017 -162.6621 -123.9413 0.0000
Fog-Google -87.0468 -106.4072 -67.6864 0.0000
Edge-IBM -263.0621 -282.4225 -243.7017 0.0000
Fog-IBM -206.8072 -226.1676 -187.4468 0.00000
Fog-Edge 56.2549 36.8945 75.6153 0.0000

11.4.2 Accuracy and Precision

The TeaNet model was deployed in Sisibo tea factory between 10th May 2021 and 16 th May

2021. Experiments were done on the model to test its performance in terms of accuracy and

precision when powered by the Grid and when powered by the PV-based energy source(Fig

11.6).

A t-test paired comparison of the mean latency at a confidence level of 95% was conducted

on precision and accuracy results. For the precision, the lower limit was -0.153393, and the

upper limit was 0.0084250. From these results, the confidence interval included zero; thus, there

was no significant difference in the precision recorded by the model when powered by PV and
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Figure 11.6: Average accuracy and precision of TeaNet when powered with Grid and PV-based
energy

Grid. Additionally, for the accuracy, the confidence interval was (-0.019084, 0.0110512), which

also included zero, implying that there was no significant difference in the model’s accuracy

when powered by the Grid and PV. Therefore the improved precision and accuracy of the model

when powered by the PV could be because the bulb stationed at the top of the fermentation bed

gave good lighting that enabled the model to distinguish the classes of tea images effectively.

This experiment was performed to ensure that no hidden effects occur, like power outages or

unstable energy supply, which might potentially influence the system

11.4.3 Energy Consumption

TAs discussed in Section 11.3.4, RPi power adapter supplies 5.0V; therefore, the total energy

(in W-h) consumed in these modes is: Active mode (When RPi is capturing, analyzing, and

sending data):

Energy =V × I × t (11.8)
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Where V is the Voltage, t is the time in hours and I is the current. Thus energy consumed by the

RPi is given by equation 11.9:

Energy-rpi = 5v×0.6A×1hour = 3Wh (11.9)

The energy consumed by the Pi camera is given by equation 11.10:

Energy-camera = 5v×0.25A× 20
60

= 0.4167Wh (11.10)

The energy consumed by the DHT11 is given by equation 11.11:

Energy-DHT 11 = 5v×0.016A× 20
60

= 0.0267Wh (11.11)

Therefore the total energy consumed when the model is optimised is given by Equation 11.12:

Total-Energy = 3wh+0.4167wh+0.0267wh = 3.44Wh (11.12)

The total amount of energy consumed when the RPi, Pi camera, and DHT11 were active

was as follows:

Thus energy consumed by the RPi is given by Equation 11.13:

Energy = 5×0.6A×1hour = 3Wh (11.13)

The energy consumed by the Pi camera is given by Equation 11.14:

Energy = 5×0.25A×1hour = 1.25Wh (11.14)
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The energy consumed by the DHT11 is given by Equation 11.15:

Energy = 5×0.016A×1hour = 0.08Wh (11.15)

Therefore the total energy consumed without optimisation is given by equation 11.16:

Total-Energy = 3wh+1.25wh+0.08wh = 4.33Wh (11.16)

Thus the total power saved during optimization is given by equation 11.17.

Total-Energy-saved = 4.33wh−3.44Wh = 0.89Wh (11.17)

After energy consumption optimization, TeaNet was deployed in the Sisibo tea factory between

10th May 2021 and 16th May 2021. Figure 11.7 shows the amount of energy consumed during

the period. The duration of the fermentation cycles of tea is dependent on the amount of tea to

undergo fermentation. The energy saved during the days depended on the number of hours that

the model was operational. With energy optimization, by having the components sleep when

they were idle, the total amount of energy saved was 50.6559 Wh which was sufficient to power

the optimized model for 14 hours, 43 minutes, and 32 seconds. These results confirm that the

energy harvesting and energy optimization were done efficiently.

11.4.4 Discussion of the Results

This study offloaded a deep learning from the cloud to Edge. Furthermore we harvesting en-

ergy for use by the model and also optimise code so as to reduce on the energy consumption.

From the results, energy harvesting is a non-trivial process. In our case we first had to consider

the longest time that fermentation could take place in the factory as this dictates the amount

of energy that will be required by the model. Furthermore, the solar radiation of the area was

an important consideration and thus we took the worst solar radiation of 5 hours which is ex-
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Figure 11.7: Energy consumption of the model between 10th May 2021 and 16th May 2021

perienced in August. Since Eldoret is near the equator, we ignored the solar mismatch factor

although its an important consideration in some areas. Additionally, optimising code to ensure

that components sleep during their idle time saved a lot of energy. Additionally, the results con-

firmed that the solar modelling was done efficiently and that the model was not compromised

in the end as it still record good performance. Thus, PV-based energy harvesting is efficient for

powering devices. However, it is essential to measure the required power, optimize code, and

consider the battery’s efficiency, mismatch factor, peak solar radiation, and discharge levels of

the battery.

From this chapter, we found out that Cloud service providers prefer similar locations to de-

ploy their data centers. Four of the five Cloud service providers had a data center in Cape Town,

South Africa, serving the continent of Africa. Similarly, in Asia are Tokyo, Singapore, Seoul,

and Hong Kong, while in European countries London, Paris, Amsterdam, and Frankfurt while

America served by data centers in Texas and Virginia. This could be because the customers they

target are the same and that some of them share hosting infrastructure so as to reduce on the cost

of operation. Therefore, end-users in Africa would experience minor enhancement in latency
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when they use multiple service providers since their data centers are all in similar locations;

Cape Town, South Africa.

End-users in Africa need to consider deploying their real-time applications in the Edge

environment as the Cloud platforms have high latency, which is undesirable for hosting real-

time applications.

11.5 Conclusion and Recommendations

This study offloaded an IoT-based tea fermentation monitoring model to the Edge. These results

confirm that edge servers can provide lower latency compared to cloud and fog environments.

Additionally, the results demonstrate that Edge can be used in developing countries with inter-

mittent internet connections and scarce resources. Further, TeaNet recorded good accuracy and

precision results when powered by the PV-based energy source. Thus the PV-based energy can

be applied in powering systems in developing countries where the majority of the users are not

connected to the grid or have intermittent power supply.
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Chapter 12

General conclusion

This chapter gives the conclusions and the recommendations of the study.

12.1 Conclusions

The main aim of this study was to develop and deploy an IoT based tea fermentation monitor-

ing model based on machine learning and image processing techniques for improved quality of

black tea. This objective was progressively achieved as follows. In our first study, we analyzed

existing proposals for monitoring tea fermentation and found out that most of them were in the

form of simulation models. Furthermore, it was evident that the most of the studies adopted

color change to detect optimum fermentation levels of tea due to their ease of distinction. In

our second study, we collected tea fermentation images for use in training, validating and eval-

uation of Machine learning models. After data collection, we performed feasibility study on the

major machine learning models where a deep learner that we proposed outperformed the rest of

the models. The deep learner was then implemented in real-deployment where it showed good

results by correlating well with the expert decision when majority voting techniques were used.

However, during deployment, we encountered power outages and many of the tea factories are

not connected to the grid, thus we modeled a Photo-voltaic energy source to power the solution.

The developed model’s predictions correlated well with the experts’ decisions and confirmed

that machine learning and the IoT are viable in monitoring optimum fermentation levels of tea

and can be applied in other areas including in monitoring fermentation of other crops includ-

ing cocoa and coffee since fermentation process is similar for more crops as they experience

a change in color. Furthermore, it confirms that PV-based energy source are appropriate when

modeled correctly. Thus this study is significant in the field as it explores the deployment of a
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deep learner with IoT and registered a lot of success. The practicability of applying PV-based

energy source in areas which are not connected to the grid or areas experiencing intermittent

connection is a game changer and outlines how these solutions can be delivered in develop-

ing countries which are not connected to the grid. Furthermore, offloading of tasks from the

cloud to the edge resulted in the reduction in latency and thus it is practical to run time-critical

applications in Africa when they are offloaded to the edge.

12.2 Limitations of the Study

The following are the limitations of this study:

• The proposed model may not be transferred for use in the detection of fermentation of tea

in other regions without transfer learning because the clones of tea grown differs in how

they ferment.

• The energy harvesting reported in this study was done in Eldoret region,Kenya, near the

equator thus solar mismatch factor was ignore. The same cannot be said of other regions

which are not near the equator

12.3 Recommendations

This study makes the following recommendations:

• The developed solution be applied in the monitoring of the optimum fermentation levels

of tea while it is offloaded to the edge for reduced latency and costs. This will result in

the improvement of the quality of the made tea and consequently their prices and thus

economies.

• The developed deep learner (TeaNet) be applied to other comparable tasks by adopting

instance-based transfer learning on it to tune its parameters. The model is general enough
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as it was trained using two distinct datasets and it did not suffer from overfitting. This

will ensure that there is accelerated deployments of solutions.

• The use of Photo-voltaic energy sources in developing countries be explored. This will

ensure that the internet of things components are autonomous and also that the developing

countries benefits from technological advancements even as they experience electricity

connection challenges.

• This study recommends that for reduced latency, tasks be offloaded from the cloud to the

edge in African environments. This is because cloud data centers were located in our

locality serving all african countries by the time of performing the experiments in this

study.

• Last but not least, we recommend that future research work be on the design of an energy

harvesting circuit for use in powering the ultra-low power IoT devices.
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