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Abstract 

A new born’s health is a primary factor that determines the overall health of a human being 

and its life expectancy. Therefore, its health should be monitored not only after birth but also 

when the baby is still growing in the womb. Birth weight is one of the crucial aspects to be 

observed. Low birth weight is among the main problems that new borns face. Low birth weight 

(LBW) is the weight at birth less than 2500g as defined by the World Health Organization. A 

global estimate of 15 to 20 percent of total live births are low birth weight representing over 

twenty million births every year. In Kenya, the rate of children born with low weight is 8 

percent. Several methods have been used to measure and approximate birth weight in clinical 

practice including obstetric ultrasound, symphysio-fundal height measurements and abdominal 

palpation. However, these methods are associated with reliability and accuracy challenges 

therefore, calling for more robust methods. This research aimed at creating a machine learning 

model for predicting low birth weight using the maternal risk factors that have been found to 

be associated with low birth weight.  Secondary data from the 2014 Kenya Demographic Health 

Survey was utilized where the variables were extracted from the births recode file. The study 

population included mothers between the age of 15 to 49 years. The machine learning 

algorithms employed were logistic regression, decision trees, random forest, support vector 

machines, gradient boosting and xtreme gradient boosting. Using performance evaluation 

metrics namely; accuracy, precision, recall, F1 score, and ROC-AUC, the random forest model 

was found out to be the most robust with 0.956679 accuracy, 0.956831 precision, 0.956679 

recall an F1 score of 0.95666 and an AUC of 0.988. In addition, variable importance was 

performed using the random forest approach to ascertain the maternal risk factors that are the 

most important to predict low birth weight. It was found out that mother’s weight was the most 

important variable for predicting low birth weight. The other important variables found were; 

mothers height, mother’s age and the number of antenatal visits attended by the mother during 

pregnancy. Machine learning techniques are increasingly being used to provide information to 

guide health policy. This research merits further modelling, research and more consultation.  

Keywords 
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CHAPTER ONE: INTRODUCTION 

1.1 Background 

The health of a new born is a crucial element in the general health of a nation and even global 

health. It is the primary factor that determines the overall health of a human being and the life 

expectancy. Therefore, a baby’s health and well-being should be monitored not only after birth 

but also when the baby is still growing in the womb. One of the aspects that should be observed 

before the baby is born is its weight. Birth weight is the new born baby’s first weight measured 

immediately after being born within the first hour before occurrence of significant loss of 

weight due to postnatal effects 1. A new-born’s weight signifies a lot about the future health 

and survival of the baby. Therefore, it is advisable to know whether the baby is going to have 

normal weight or low weight during birth in order to make early interventions before birth. 

Low birth weight (LBW) is the weight below 2500 grams that is measured at birth as the World 

Health Organization defines 2.  

The major causes of low birth weight are preterm birth and growth faltering in the womb / 

Intrauterine growth restriction (IUGR) 3. Preterm births occur in a period below 259 days since 

the start of the last menstruation of a woman preceding conception or before completing a 

gestation period of 37 weeks as WHO defines 4. On the other hand, Intrauterine growth 

restriction is the below normal rate of foetal growth with respect to the growth potential of the 

infant in terms of its gender and race. An infant’s normal birth weight ranges between the 10th 

and 90th percentile with exclusion of malnutrition and growth retardation features 5. Low birth 

weight is highly associated with neonatal and foetal morbidity and mortality, slow cognitive 

development and growth, and there after in life they may develop chronic diseases 1. 

Low birth weight prevalence is estimated regionally to be 9 percent in Latin America, 28 

percent in South Asia and 13 percent in Sub-Saharan Africa. However, these rates could 

probably be an underestimate because, not all  
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women get access to giving birth in hospitals therefore these deliveries are not recorded since 

they deliver at home.  Moreover, deliveries that occur in small clinics may go unreported by 

public official figures 2.  

Globally, a prevalence reduction of low birth weight by 30 percent in 2025 has been targeted 

by the World Health Assembly 2. In Kenya, Universal Health Coverage (UHC) is one of the 

big 4 agenda of which new born health is among its important indicators. The rate of children 

born in Kenya with low birth weight is 8 percent according to a report by 6. This rate is still 

alarming and therefore appropriate solutions towards this problem should be sought.  

Several methods have been used to measure and approximate birth weight in clinical practice. 

The methods include; obstetric ultrasound, symphysio-fundal height measurements and 

abdominal palpation. Obstetric ultrasound stands out to be the most reliable method of 

examining the growth of the foetus. However, ultrasound is not easily accessed in low-resource 

areas and poor communities. Therefore, the other two methods are applied which are not very 

reliable in terms of accuracy 7. Moreover, training for ultrasound is very crucial. Unskilled 

ultrasound sonographers might lead to inaccurate foetal weight measurements. Therefore, good 

training is paramount 8.  

Due to these challenges, another route towards tackling LBW estimation should be taken. 

Robust methods to estimate birth weight and predict low birth weight should be taken into high 

consideration. This is because early detection allows for proper and effective obstetric 

interventions. Recently, data mining methods particularly machine learning have been 

discovered to be of great help in predicting low birth weight.  

 Prediction of low birth weight can be done by using machine learning techniques particularly 

supervised learning approaches. Machine learning is a computer science subfield that involves 

pattern recognition and computational learning. It inspects the construction and the study of 

algorithms which can make predictions by learning from data 9. Supervised learning also 

known as classification is a paradigm of machine learning that is used to acquire the system’s 

information based on a set of labelled input-output samples. The goal is to predict output given 

new inputs 10. In this research, the data will be labelled in such a way that the output variable 

low birth weight is binary in nature. Therefore, the machine learning task will follow a 

supervised learning approach. 
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In Kenya particularly, several studies have been conducted to identify the risk factors 

associated with low birth weight. However, limited research has been geared towards 

predicting babies at risk of being born with low weight. Therefore, the identified maternal risk 

factors from previous researches can be consolidated and used to develop a machine learning 

model to predict low birth weight.  

This study aims to use the 2014 Kenya demographic health survey data to perform predictive 

modelling of low birth weight in unborn babies using mainly the maternal risk factors of low 

birth weight. 

1.2 Problem statement 

Low birth weight is still a major challenge globally and nationally. Several interventions have 

been put in place but it remains a public health problem. It is a global war whereby it led to the 

2012 global nutrition targets. A reduction by 30 percent in low birth weight between 2012 and 

2025 worldwide was adopted by the member states during the 65th World Health Assembly 

(WHA).  However, up to date the globe is still far from accomplishing this objective. The 2000-

2015 report on global trend in low birth weight prevalence by WHO and UNICEF reports that 

in 2010 to 2015, the reduction in low birth weight prevalence was slow in comparison to 2000 

to 2009. It further reports that if the current annual average rate of reduction of 1.00 percent 

yearly continues, the low birth weight prevalence that was projected to be 10.5 percent, would 

be 13.2 percent by 2025 3.  

Worldwide, approximately 15 percent to 20 percent of total live births are of low weight. This 

represents over twenty million births every year 2. Moreover, 91 percent of the low birth weight 

livebirths are from countries of middle and low income majorly South Asia with 48 percent 

and sub-Saharan Africa with 24 percent 11. A recent study carried out in West Bengal India 

revealed that 21.49 percent of born babies had low weight. The risk was highly likely for 

women with less than 20 years of age and a BMI of less than 18.5 kg/m2. The odds were higher 

for women having a weight below 45 kg and a height below 150 cm, those who never attended 

antenatal care visits and those who never took iron folic acid tablets and an extra diet while 

pregnant. Moreover, the situation was higher in illiterate women, those who lived in rural areas 

and those who came from low social economic families 12. 
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 A study done in Benin Nigeria at a traditional birth home depicted that, the prevalence of low 

birth weight was 6.3 percent. This figure was affected significantly by gestational age, maternal 

age, maternal height, time of registration and maternal anaemia 13. In rural Cameroon, the LBW 

prevalence was approximated to be 6.1 percent. The study indicated that babies born with low 

weight possess a higher probability of being still born or asphyxiated at the 5th minute as 

compared to heavier babies 14. Another study conducted in Africa on prevalence and its 

association to maternal body weight showed the prevalence of LBW in Uganda, Malawi, 

Senegal, Ghana and Burkina Faso was 10 percent, 12.1 percent, 15.7 percent, 10.2 percent and 

13.4 percent respectively where underweight mothers had a bigger probability of giving birth 

to babies with a lower weight than women of normal weight except in Ghana 15. The pooled 

prevalence of LBW in Ethiopia was found to be 14.1 percent. Factors that were highly 

associated with low birth weight were; female babies, prematurity, not attending prenatal care, 

pregnancy-induced hypertension and mothers from rural areas 16. In Tanzania, a recent study 

found out that the incidence of LBW was 7.1 percent whereas the recurrent prevalence was 

estimated to be 28.1 percent. The important low birth weight recurrence predictors were; 

preterm birth, less than 4 antenatal care visits, HIV positive status and pre-eclampsia during 

pregnancy 17. The recurrence of Low birth weight is described as repetition of a low birth 

weight delivery in a subsequent pregnancy 18.  

Kenya being the centre of this research, low birth weight is still a major concern in the nation’s 

health. Using the 2009 Kenya demographic and health survey, WHO and UNICEF reported 

that the low birth weight estimates were 11 percent and 6 percent. Moreover, in central province 

Kenya alone, the prevalence was estimated as 5.5 percent 19. Another study carried out in 

Olkalau district hospital central Kenya depicted that the prevalence of low birth weight was 

12.3 percent. LBW was found to be associated with delivery in a previous birth, premature 

rapturing of membranes, premature births and female infants 20. In Pumwani maternity hospital, 

the situation was even worse. The prevalence of LBW was found out to be 32.8 percent. It was 

associated with number of meals taken per day while pregnant, vaginal bleeding, maternal 

anaemia, hypertension, pelvic pressure, abdominal pain and lower back ache 21. The prevalence 

was also high (29 percent) in a study carried out at Coast General Hospital Mombasa County.  

It was discovered that low birth weight was significantly associated with caesarean section 

birth, a previous low birth weight delivery, twin birth and less than four antenatal care visits. 
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Moreover, women with college education level and a normal concentration of haemoglobin 

had a lower risk of giving birth to low weight babies 22.  

Low birth weight is greatly associated with a lot of difficulties and challenges in the life of a 

child which might extend to adulthood. Yearly, 1.1 million babies succumb from preterm birth 

which is a major cause of low birth weight 2. A particular study found out that babies who are 

born small for gestational age (SGA) are associated with lower performance in school at 12 

and 18 years 23. The baby’s overall nutrition status is also affected by low birth weight. Most 

of these babies end up being malnourished. A certain research revealed that LBW was 

associated with higher odds of underweight, stunting and wasting. For overall SGA, the 

population attributable risk (PAR) for childhood wasting and stunting was found out to be 30 

percent and 20 percent respectively 24. Low birth weight consequences may proceed to 

adulthood and result to onset of chronic diseases such as diabetes and obesity. It was discovered 

that women born with low weight had higher levels of insulin, diabetes, metabolic syndrome, 

fasting and plasma glucose. A similar trend which was insignificant was found out in male 

adults 25. Several studies have also reported that low birth weight is associated with low IQ 

than children born with normal weight.  Gradient relationship has been demonstrated for 

different levels of LBW and IQs. A discrepancy of 10 to 11 points for IQ was revealed between 

low birth weight and normal birth weight children 26. Low birth weight is also found to be 

associated with adulthood mortality. For all-cause mortality, a 6 percent lower risk of mortality 

was  observed per one extra higher birthweight kilogram for both men and women 27. Another 

research on effects of low birth weight on number of nephrons and long-term renal health 

discovered that Intrauterine growth restriction and preterm birth which are the major causes of 

low birth weight contribute to reduced number of nephrons in the body therefore posing a high 

risk of long-term renal disease 28. 

All these challenges and consequences that come with low birth weight are due to the fact that 

the birth weight of new born babies are not predicted early enough in order to make necessary 

interventions to mitigate the problem in case a low birth weight instance is foreseen. Therefore, 

this research aims at building a model that accurately predicts low birth weight using machine 

learning techniques. 
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1.3 Research objectives 

1.3.1 General Objective 

To predict low birth weight in Kenya using machine learning techniques 

1.3.2 Specific Objectives 

1. To evaluate the performance of the machine learning techniques on low birth weight 

prediction using performance metrics 

2. To determine the most robust machine learning technique for predicting low birth 

weight 

3. To identify the most important variables for predicting low birth weight 

1.4 Research questions 

1. What is the performance of the machine learning techniques on low birth weight 

prediction using performance metrics? 

2. What is the most robust machine learning technique for predicting low birth weight? 

3. Which are the most important variables for predicting low birth weight? 

1.5 Scope and significance of the study 

This research was based on a Kenyan setting using the recent 2014 Kenya demographic health 

survey data. The KDHS is a national survey that reflects the national situation of the subject 

under study. The study variables were drawn from the births recode KDHS file to be used for 

predicting the risk of low birth weight using machine learning techniques. 

This study will bring a lot of impact in the Kenyan health sector particularly obstetrics health.  

The findings will help the obstetrics and gynaecology departments in the health sector to be in 

a better position to make appropriate and better interventions concerning babies at risk of low 

birth weight. In addition, it will contribute to the general body of health related research to the 

academic world. It will create a platform to other researchers to explore more on the same field 

and discover more and new findings.  
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1.6 Conceptual framework 

 

Social-demographic factors
-Mother s age
-Height
-Weight
-Place of residence
-Level of education

DEPENDENT VARIABLE
(Low birth weight: 
0=NotLow, 1=Low)

Social-economic factors
-Wealth Index

Obsteric factors
-Obstetric history
-Number of antenatal visits 
-Iron folic tablets during pregnancy
-Smoking status

 

Figure 1.1: Conceptual framework 

The figure 1.1 above displays the conceptual framework that was adapted in this research. It is 

essentially a diagram showing the independent variables and the dependent variable. The 

independent variables which are maternal risk factors for low birth weight are divided into 

three categories; the socio-demographic factors, the socio-economic factors and the obstetric 

factors. The socio-demographic category contains five variables. These are variables which 

incorporate the social and demographic aspects of the subjects under study. The variables in 

this category are; mother’s age, weight, height, place of residence and level of education. The 

socio-economic category indicates variables that measure the economic status of the 

individuals. In this category, one variable was used which is the wealth index of the mother. 

The last category of independent variables is the obstetric factors category which describes 

aspects of pre-partum, pregnancy and childbirth. Four variables were included in this category. 

These are; the obstetric history which describes scenarios such as whether the respondent ever 

had a pregnancy that terminated in a miscarriage, abortion or still birth, the other variable in 

this category is number of antenatal visits, whether the mother took iron folic tablets while 
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pregnant and the smoking status of the mother. On the other hand, the dependent variable is 

low birth weight labelled as LBW which is binary in nature with two categories coded as 1 for 

the category with low birth weight and 0 for the category not having low birth weight. 

1.7 Limitations of the study 

There emerged some limitations during the research including the following: 

1.7.1 Limited access to data 

The DHS data did not provide all the information and variables needed. This led to limited 

findings in the study. 

1.7.2 Time Constrains 

The time required to complete the study was somehow short given a number of previous studies 

both empirical and theoretical had to be undertaken before embarking on the analysis and 

drawing conclusion on the same field scope. Again, more time was required on analysis in 

order to obtain detailed findings. 
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CHAPTER TWO: LITERATURE REVIEW 

2.1 Introduction to the literature review 

Three sections in relation with low birth weight were developed here: Techniques for  

predicting fetal weight, factors which are associated with low birth weight across the world and 

utilization of machine leaning in low birth weight prediction.  

2.2 Techniques for predicting fetal weight 

Birth weight in obstetrics has been used as a primary indicator of foetal health status and foetal 

growth 29. It helps to check whether the foetal growth is abnormal thereby preventing the risk 

of neonatal mortality and still birth. Therefore, there is a crucial need to accurately predict the 

birth weight of a foetus before birth.  

Several studies have been conducted to build models for predicting the weight of babies and 

also using the clinical methods such as ultrasound and fundal height measurements. Prediction 

models for fetal weight where ultrasound facilities were absent was applied in Indonesia to 

reduce low birth weight delivery risks at given ages of gestation. The models efficacy was 

evaluated using multi-prediction measures of accuracy. The models that were proposed showed 

more accuracy compared to the existing ones in fetal weight prediction between 35 to 41 weeks 

of gestation 30. 

One case control study carried out in a hospital at Arak, Iran used a decision curve analysis 

(DCA) to estimate the probability of having a newborn child with LBW. Out of the 15 factors 

discovered to be associated with low birth weight, with DCA the model used for prediction had 

a 0.3110 net benefit 31. This value was considered to be substantial. 

A different study in China proposed a model for predicting fetal weight using a genetic 

algorithm which optimizes a neural network on back propagation. The accuracy if this method 

was 76.3 percent which turned out to be 14.6 percent better than the traditional methods 32.  

In Africa, ultrasound and clinical fetal weight measurement methods  have also been used to 

estimate fetal weight. A study in South Nigeria compared the accuracy of sonographic and 

clinical methods in predicting term fetal weights. It was discovered that the accuracy of Dare’s 

formula in estimating fetal weight is comparable to estimates from the ultrasound method 33.  
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In Kenya, a cross sectional based study conducted at the Kenyatta National hospital compared 

the ultrasound method and the clinical weight method based on actual birth weight after birth. 

The clinical weight estimation method appeared to be better than the ultrasound method in all 

the categories of  weight 34.  

2.3 Factors associated with low birth weight across the world 

Low birth weight has been associated with several factors. Several researchers worldwide have 

focused on researching on these factors.  

Many studies have been conducted to identify the risk factors associated with low birth weight 

in the American countries. In Rio Grande do Sul state in Brazil, an ecological study carried out 

established that mothers who have had less than seven prenatal check-ups have 3.8 times the 

risk of LBW. Maternal age also proved to be a predisposing factor since the mothers whosa 

age was above 35 years and those whose age was below 20 years had a higher LBW outcome 

35. Another study conducted a research on disparities of race on the risk of low birth weight. It 

was discovered that socio-economic status was a LBW risk factor in black women. Race was 

also discovered to be a risk factor since the chance of women of black race to give birth to 

babies with low weight was 2.6 times more than white women. Moreover, mothers with an 

underweight had a higher risk of giving birth to LBW infants than obese mothers. Health status 

was also studied and discovered that mothers who were healthy were less likely to give birth 

to LBW babies than those with poorer health 36. Furthermore, smoking habits during pregnancy 

and other modifiable lifestyles have been highlighted as behavioural risks which trigger a 

several complications leading to LBW 37.  

A different study in Afghanistan by Das Gupta showed that children of female gender, lower 

education for mothers, wealth index categorized as poor and urban settings were important 

factors associated with LBW 38. In Malaysia, one study done in a tertiary hospital suggests a 

number of interplaying factors which lead to getting LBW children. The factors that were most 

significant were antenatal care, age of the mother, level of education and  economic status 39. 

Africa too has not been left behind in this research.  In a study conducted in Tshwane, South 

Africa, to analyze the factors associated with giving birth to a baby with low weight suggested 

that LBW was associated with inadequate prenatal care, infant sex, older maternal age, 

premature rapture of membranes, maternal HIV, preterm birth, preeclampsia, and syphilis 

infections 40. 
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In hospitals of North Wello zone, Ethiopia, a research on low birth weight risk factors showed 

that Maternal weight during pregnancy, previous obstetric complication, place of antenatal 

follow-up and paternal education were associated with low birth weight 41. 

A secondary data analysis study on risk factors for low birth weight in Zimbabwean Women 

reported that antepartum haemorrhage, prenatal care, preterm labor, infant sex, premature 

rapture of membranes and anaemia were associated with LBW. In addition, pregnancy induced 

hypertension, history of abortion or still-birth, eclampsia, history of LBW and malaria were 

associated with LBW 42. 

Another study done at the teaching hospital of Butare in Rwanda on risk factors of preterm 

delivery of low birth weight in an African population reported that the major contributing 

factors to low birth weight in Rwanda were maternal weight, maternal height, preterm delivery 

and women with a poor nutritional status 43. 

In Kenya, a certain study further illustrated that, the main factors associated with low birth 

weight include frequency of antenatal visits, maternal nutritional status, type of birth, region of 

residence, birth order and ethnicity. Other factors include maternal height and sex of the child 

20. In Pumwani Maternity hospital in Nairobi, a study conducted revealed that low birth weight 

was associated with number of meals taken per day while pregnant, vaginal bleeding, maternal 

anaemia, hypertension, pelvic pressure, abdominal pain and lower back ache 21. At Coast 

General Hospital Mombasa County, it was found out that low birth weight was significantly 

associated with caesarean section birth, a previous low birth weight delivery, twin birth and 

less than four antenatal care visits. Moreover, women with college education level and a normal 

concentration of haemoglobin had a lower risk of giving birth to low weight babies 22. 

2.4 Utilization of machine learning techniques in prediction of low birth weight 

Machine learning techniques have proved to be a valuable tool in all spheres of research 

including health related research. Several studies have appreciated the utilization of machine 

learning techniques in predicting low birth weight.  

The study done which used 2006 data from North Carolina State Centre for Health Statistics 

utilized machine learning techniques to build a data mining model to predict low birth weight 

with a high Area Under the Curve (AUC). Several procedures were followed to extract 

meaningful patterns from the data. These include; selecting the data, handling missing values, 
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dealing with imbalanced data, building the model, feature selection and evaluating the model. 

The machine learning models that were used for classification were; REPTree model, J48 and 

Random tree. The experimentation was done in two phases whereby the first one was done 

using an imbalanced dataset whereas the second one was performed using a balanced dataset 

using Synthetic Minority Oversampling Technique (SMOTE) that generates synthetic samples. 

Different results were obtained for the two experiments. The evaluation metrics that were 

employed are; AUC, sensitivity and specificity. After handling data imbalance, The J48 

algorithm outperformed the other two models with a sensitivity of 66.3 percent, a specificity 

of 95.4 percent and AUC of 90.3 percent 44.  

Ensemble machine learning techniques were utilized in a study conducted in China to estimate 

foetal weight at varying gestational age. Using data from electronic health records of pregnant 

women from a big hospital there in China, the ensemble model that was employed comprised 

of three models; that is random forest, XGBoost and Light GBM. A multi-parameter parallel 

optimization was used to perform foetal weight prediction in comparison with a multi-

parameter formula applied in examination of ultrasound. The performance metrics that were 

used are accuracy and mean relative error (MRE). The MRE is used to measure the credibility 

of the prediction. Another evaluation metric applied was the Intersection over Union (IoU) to 

prove algorithm effectiveness. This index was formerly used for image processing. The 

experimental results were encouraging whereby an IoU index of 0.64 was achieved. Compared 

with the ultrasonic examination method, a 12 percent improvement in accuracy and a 3 percent 

reduction in MRE was achieved 7.  

In India, data mining techniques were applied in predicting infants at risk of low birth weight 

and its factors. Compared to other classification methods, classification tree produced the best 

results; AUC of 93.80 percent, prediction accuracy of 89.95 percent, specificity of 72.88 

percent, F-value of 93.04 percent and precision of 88.81 percent 45. 

Indonesia has not been left behind too. Two studies in Indonesia have utilized the Indonesia 

Demographic and Health Survey data to predict and classify low birth weight using machine 

learning techniques. The first study compared binary logistic regression and random forest in 

prediction and classification. Random forest proved to be the best model in both tasks 46. Using 

the same data with same variables, another study used Support Vector Machines (SVMs) for 

classification of LBW. The results revealed that SVMs with four kernel functions (hyperbolic 
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tangent, polynomial, linear and radial) were fit for binary classification of LBW. Moreover, 

their average predictive performance was satisfactory since the predictive error was below 10 

percent 47.  

2.5 Gap in the past studies 

This study builds on the previous studies. Prediction of low birth weight based on the risk 

factors that have been identified can be of very big importance in identification of pregnant 

mothers who are at risk of giving birth to low birth weight infants. In Kenya particularly, 

several studies have been done concerning identification of risk factors for low birth weight. 

However, to my knowledge, no study has been done concerning predicting low birth weight 

using machine learning techniques based on Kenyan data. Therefore, this study is aimed at 

filling this gap. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



14 
 

 

 

 

CHAPTER THREE: RESEARCH METHODOLOGY 

3.1 Introduction 

This section describes the fundamental procedures and techniques that were applied to meet 

the objectives of the research. This consists of the data that was used, pre-processing 

techniques, handling data imbalance, machine learning models training, hyperparameter tuning 

and evaluation of performance metrics, variable importance and the software tools for the 

whole process. The different steps are presented in the diagram below: 

 

LBW Dataset Data Preprocessing

Performing  variable 

importance

Cross validation

Balance data using 

SMOTE

Hyperparameter tuning and 

Evaluation of performance 

metrics

Training the machine 

learning models

Figure 3.1: Illustration of procedure followed in predicting low birth weight. 



15 
 

 

 

 

Figure 3.1 above shows the procedural steps followed by the research towards constructing the 

model. The steps began with the dataset which contains the variables that were used in the 

research for prediction. The data was then subjected to a pre-processing process where 

exploratory analysis and cleaning of the data to prepare it for analysis is performed. After pre-

processing, the data was balanced using the Synthetic Minority Oversampling Technique 

(SMOTE) in order to avoid the models from skewing results towards the majority class. Before 

the actual modelling, the data was subjected to cross validation in order to estimate how the 

models would perform before applying hyper-parameter tuning.  Model building was then 

performed using the classification machine learning algorithms because the problem under 

study entails a target variable which is categorical in nature. After building the models, they 

were subjected to performance evaluation using evaluation metrics including precision, recall, 

F1 score, accuracy and ROC-AUC. A comparative analysis of the models was then done based 

on the evaluation metrics to get the most robust model. Variable importance was then 

performed to identify the independent variables that contributed most to the performance of 

the most robust model. These steps are discussed in depth below: 

3.2 Data and variables 

This study utilized secondary data from the 2014 Kenya Demographic and Health Survey 

(KDHS) which is the latest complete KDHS. The data focused mainly on the maternal risk 

factors that have been found out in previous researches to contribute to the risk of low birth 

weight in order to perform prediction of low birth weight. The study population included 

interviewed mothers between the age of 15 to 49 years.  

The study variables which were extracted from the 2014 KDHS report data include both the 

dependent and independent variables. The dependent variable is low birth weight which is a 

binary variable consisting of two categories i.e. low birth weight and those without low birth 

weight. The independent variables, which are the maternal risk factors for low birth weight, 

are place of residence, mother’s education level, age of the mother, mother’s weight, mother’s 

height, smoking habits, mother’s obstetric history, wealth index, number of antenatal visits 

during pregnancy and whether the mother took iron folic tablets while pregnant.  Below is their 

list and types: 
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Table 3.1: Variables used in the study and their categories 

Variable Type Symbol No of categories 

Weight Continous MomWeight - 

Height Continous MomHeight - 

Age Continous MomAge - 

Number of antenatal visits Continous ANCVisits - 

Wealth index Categorical WealthIndex 5 

Level of education Categorical HighestEduc 4 

Taken iron folic tablets Categorical IronFolic 2 

Place of residence Categorical Residence 2 

Obstetric history Categorical ObstHist 2 

Smoking status Categorical MomSmoke 2 

 

3.3 Exploratory data analysis (EDA) 

Data exploration is a very crucial step before any model building procedure can be undertaken. 

Exploratory data analysis consists of several tasks such as getting the summary statistics of the 

variables, visualizing the data to identify skewness and outliers in the dataset. Checking 

missing values is also another important aspect of exploration.  

The first step was to get the summary statistics particularly descriptive statistics of all the 

variables.  Descriptive statistics will be very important because they will allow presentation of 

data in a simpler way that is easier to interpret. After getting insight from the summary 

statistics, visualizations were considered more interactive. Data visualization is the 

presentation of data in pictorial or graphical form in a way that can be easily understood by the 

human brain more than just numbers. Several visualization techniques were employed to 

accomplish tasks such as checking the distribution of the variables, skewness and outliers in 

the data. Histograms are a popular method of data visualization to check the distribution and 

skewness of the variables. Boxplots and scatterplots were used to check for any outliers in the 
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dataset. This is because if outliers are not properly handled, they will skew the results of 

analysis. Bar graphs were employed to check the distribution of categorical variables and more 

specifically the outcome variable low birth weight which is binary in nature.  

Missing values in the dataset were checked and replaced using the KNN (K-Nearest Neighbors) 

method. 

Checking the correlation between the variables is also an important aspect that should not be 

ignored. A correlation matrix in form of a heat map sufficed for this task. This was done in 

order to identify the variables that have a high impact on the dependent variables. Correlation 

between independent variables was also keenly done to ascertain whether variable selection is 

important. 

3.4 Data pre-processing 

After data visualization has been fully explored, the next aspect was to pre-process the data 

since the faults were already identified at the EDA step. This ensured that the data to be used 

for building the model is of high quality. Several aspects of data pre-processing were taken into 

consideration. They include; completeness, accuracy, uniqueness, timeliness and consistency. 

Data completeness was accomplished by making sure that missing values have been handled. 

All the missing values were filled using the KNN machine learning method. 

Data accuracy is also important to ascertain reliability of the information drawn from it. To 

ensure accuracy is taken care of, outliers in the data set were handled. The appropriate method 

to handle them was considered. These outliers were removed. 

The next aspect that was accounted for during data cleaning was the uniqueness of the data. 

This was accomplished by removing duplicates in the data since duplicates contain the same 

information which bring about data redundancy.  

Timeliness of the data is paramount too. Since this research utilized the latest KDHS in Kenya, 

this means that the data is timely and up to date. In addition, the integrity of the data is also 

high since it is based on DHS survey which is globally used by researchers and conducted by 

several governments supported by the USAID. Therefore, this rendered the research to be very 

trustworthy. 
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3.5 Handling data imbalance 

In real life settings, most of the datasets are usually imbalanced whereby one of the classes has 

a higher percentage than the other. This results to skewness of the results. As evidenced in fig 

3.2 below, data was highly imbalanced with the majority class (those without LBW) being 92.6 

percent whereas the minority class (those with LBW) being 7.4 percent. This means that if the 

data was used this way without handling the imbalance issue, modelling would produce skewed 

results.  

Synthetic Minority Oversampling Technique (SMOTE) was employed to balance the data. This 

resampling technique involves creating synthetic samples. It has a close similarity to 

oversampling. This technique is very handy in cases where data is limited. SMOTE technique 

applies the KNN algorithm in such a way that it randomly selects a minority class instance at 

random and identifies its k nearest neighbours. The synthetic instance is found by selecting one 

of the k nearest neighbours randomly and connecting it to the chosen minority class instance 

forming a line segment in the feature space 48.  

Figure 3.2: Bar graph of low birth weight showing imbalanced data 



19 
 

 

 

 

3.6 Cross validation 

Cross-validation is a resampling method which aids in estimating the true prediction of the 

models 49. It gives an insight of the performance of the machine learning models therefore 

providing guidance on the model tuning procedures including the models that are worth to be 

tuned in order to give better performance. K-fold cross validation was applied in this research 

specifically 5-fold whereby the data was split into five equal subsets. Each time, four subsets 

were used as a training set and the remaining set was used as a test set. The procedure was 

repeated until every subset was used as a training set and a test set at a particular time.  

3.7 Hyper-parameter tuning 

Hyper-parameter tuning involves finding the model parameters, which are used in the learning 

process of the model building to give optimum results. Grid search CV and randomized 

searchCV were used to tune the models. However, due to the computationally expensive nature 

of the grid searchCV, randomized searchCV was preferred. The goal of this procedure was to 

optimize the models to give the best results.  

3.8 Model building 

Model building accounts for the biggest focus in this research. This involved building a 

prediction model using various machine learning techniques in order to find out the one that 

performs the best. Since this is a classification problem whereby the output variable is binary 

in nature, specific machine learning models were employed for this task. Before fitting the 

machine learning models, the data was split into two, that is the training set and the test set. It 

was split in the ratio of 80:20 so that 80 percent of the data was used for training the models 

whereas the remaining 20 percent was used to test the models. The models that were used were; 

logistic regression, decision trees, random forest, Support Vector Machine (SVM), Gradient 

boosting and Extreme gradient boosting method popularly known as XGBoost. These six 

models were implemented in this research based on the history of their performance in 

predicting low birth weight. Logistic regression is popurlarly known for predictive analysis of 

classification problems. It was implemented by 45 and 46 in predicting low birth weight and 

produced good performance. The next algorithm implemented for this research was the 

decision tree. This model has previously also been used for predicting low birth weight by 45 

and 44 among other researchers. Moreover , random forest which is an ensemble method 

combining several decision trees was applied. Random forest has previously been used by 
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researchers in predicting low birth weight including research by 46 and 45. Support Vector 

Machines was also worth to be tested in this research. An indepth research on using SVM for 

predicting low birth weight based on different kernels was performed by 47. Gradient boosting 

methods is another class of machine learning algorithms which have been used and produced 

exemplary performance as applied by 7.  

Below are the models discussed: 

3.8.1 Logistic Regression 

Logistic regression is the simplest type of classification algorithm in machine learning. This 

research utilized the binary logistic regression which has two outcome categories. Its main goal 

is to find the relationship between the dependent variable Low Birth Weight and the 

independent variables X. 50 defines binary logistic regression in the following form: 

𝜋(𝑥) =
exp⁡(𝛽0 + 𝛽1 +⋯𝛽𝑝)

1 + (𝛽0 + 𝛽1 +⋯𝛽𝑝)
 

Where 𝜋(𝑥) is the outcome probability, 𝛽0…𝛽𝑝⁡are unknown parameters and x’s are the 

independent variables.  

3.8.2 Decision Trees 

A decision tree is a flow-chart like machine learning algorithm which comprises of leaves, 

branches and roots. Every internal node represents a test on an attribute, each branch denotes a 

test outcome and every leaf node represents a class label. For any tuple, X, with an unknown 

class label, the tuple attribute values are tested against the 

decision tree. A path is tracked down from the root node up to the leaf node, which carrys the 

tuple’s class prediction 51. 

3.8.3 Random Forest 

Random forest is defined as a group of combined trees where every tree depends on the values 

of a random vector independently sampled with equal distribution for all trees in the forest 52. 

The algorithm of random forest follows the following steps 53: 

1. From the original data, create n trees bootstrap samples. 

2. Grow a classification tree which is unpruned. 

3. Predict new data. 
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3.8.4 SVM (Support vector machine) 

A support vector machine is an algorithm which transforms training data into a higher 

dimension. It then finds a data separater called a hyperplane which separates that data by class 

by use of  vital training tuples known as support vectors 51. 

3.8.5 Gradient boosting 

Gradient boosting is  a class of machine learning techniques that is highly used. It is a boosting 

method which is gradient based. This algorithm follows a principle of constructing up to date 

base-learners that are correlated at maximum with the loss function’s negative gradient which 

is associated with the ensemble as a whole 54.  

3.8.6 Xtreme Gradient Boosting (XGBoost) 

It is a gradient boosting technique whereby every training tuple is assigned weights. A sequence 

of k classifiers is learned repetitively. After a classifier termed Mi, has been learned, the 

updation of the weights is done to enable the next classifier, Mi+1, to “pay more attention” to 

the training tuples which Mi misclassified. Then M∗ the last classifier that is boosted, combines 

every individual classifier’s votes, whereby each classifier’s vote has a weight that is a function 

of its accuracy 51. 

3.9 Model evaluation 

After building the model, several evaluation metrics were used to evaluate the performance of 

the model. For this classification problem, the metrics used are; Accuracy, ROC-AUC, 

precision, F1 score and recall. The calculations of these metrics emanate from the confusion 

matrix. 

3.9.1 Confusion  Matrix 

The confusion matrix is a contingency table which compares actual class to the model 

predictions. It is divided into true positive, false positive, true negative and false negative 

values:  

True positive (TP): this is a case where actual positive values are predicted as positive. For 

instance, the number of cases correctly classified as low birth weight. 

False positive (FP): this is a case where actual negative values are predicted as positive. For 

instance, the number of cases falsely classified as low birth weight. 
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True negative (TN): this is a case where actual negative values are predicted as negative. For 

instance, the number of cases correctly classified as not low birth weight. 

False negative (FN): this is a case where actual positive values are predicted as negative. For 

instance, the number of cases falsely classified as not low birth weight. 

3.9.2 Accuracy 

Accuracy is described as a ratio between number of correctly classified points to the total 

number of points. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

3.9.3 Precision 

Precision is the fraction of correctly classified instances from the total classified instances. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

3.9.4 Recall 

Recall is the fraction of correctly classified instances from the total classified instances. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

3.9.5 F1 Score 

𝐹1⁡𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

3.9.6 ROC-AUC 

ROC (Receiver Operating Characteristic curve) is constructed by plotting true positives against 

false positives using various thresholds. To evaluate the performance of the model, the Area 

under curve (AUC) was used. The higher the AUC value, the better the classification ability of 

the model, meaning the model is able to clearly distinguish between the low birth weight class 

and the class without low birth weight. 
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3.10 Feature importance 

Feature importance involves the techniques that are used to rank the predictor variables based 

on how important they are at predicting the dependent variable. There are several machine 

learning methods that can be employed to check feature importance. In this research, Random 

Forest technique was employed to check for the important input features for predicting Low 

birth weight since the algorithm Random Forest proved to be the best algorithm in predicting 

low birth weight. In addition, XGBoost was used to do the variable importance inorder to 

compare it with the random forest and check whether there is consistency in the results. This 

section helped in identifying the variables that highly contributed to the performance of the 

robustness of the model. 

3.11 Software tools 

The software that was used for this research during data analysis is Python Jupiter notebook 

which has several powerful libraries useful for all the analysis tasks. However, some of the 

exploratory data analysis tasks were performed using R. 
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CHAPTER FOUR: RESULTS AND DISCUSSION 

4.1 Introduction 

This chapter displays the results and discussions of the research. It covers the preliminary 

exploration of the data displayed by the descriptive statistics table and a heatmap which shows 

the correlation of the continuous independent variables and the dependent variable. The results 

of the model performance including cross-validation and the main modelling are displayed and 

discussed. Finally, variable importance is illustrated and discussed. 

Table 4.1. Descriptive statistics 

 

 

                                   

LBW 

No 

(N=4153) 

Yes 

(N=316) 

Overall 

(N=4469) 

Obstetric history    

Good 3736 (93.03%) 280 (6.97%) 4016  

Bad 417 (92.05%) 36.0 (7.95%) 453 

Age    

Mean (SD) 28.5 (6.46) 28.8 (7.25) 28.5 (6.52) 

Median [Min, Max] 28.0 [15.0, 49.0] 28.0 [15.0, 48.0] 28.0 [15.0, 49.0] 

Weight    

Mean (SD) 61.5 (13.4) 60.4 (15.6) 61.4 (13.6) 

Median [Min, Max] 59.5 [0, 168] 56.5 [36.9, 166] 59.3 [0, 168] 

Height    

Mean (SD) 159 (13.0) 159 (6.39) 159 (12.7) 

Median [Min, Max] 160 [0, 197] 158 [138, 187] 160 [0, 197] 

Iron Folic     
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LBW 

No 

(N=4153) 

Yes 

(N=316) 

Overall 

(N=4469) 

No 1043 (92.22%) 88.0 (7.78%) 1131 

Yes 3110 (93.17%) 228 (6.83%) 3338 

Smoking  Status    

Non-smoker 4139 (92.93%) 315 (7.07%) 4454 

Smoker 14.0 (93.33%) 1.00 (6.67%) 15.0 

Residence    

Rural 2276 (92.80%) 167 (7.20%) 2443 

Urban 1877 (92.65%) 149 (7.35%) 2026 

Education level    

No education 329 (90.38%) 35.0 (9.62%) 364 

Primary 2169 (92.14%) 185 (7.86%) 2354 

Secondary 1201 (94.57%) 69.0 (5.43%) 1270 

Higher 454 (94.39%) 27.0 (5.61%) 481 

Wealth index    

Poorest 640 (90.65%) 66.0 (9.35%) 706 

Poorer 833 (94.44%) 49.0 (5.56%) 882 

Middle 801 (92.92%) 61.0 (7.08%) 862 

Richer 933 (92.28%) 78.0 (7.71%) 1011 

Richest 946 (93.85%) 62.0 (6.15%) 1008 

ANCvisits    

Mean (SD) 4.23 (1.62) 4.28 (2.12) 4.23 (1.66) 



26 
 

 

 

 

 

                                   

LBW 

No 

(N=4153) 

Yes 

(N=316) 

Overall 

(N=4469) 

Median [Min, Max] 4.00 [1.00, 15.0] 4.00 [1.00, 20.0] 4.00 [1.00, 20.0] 

 

Table 4.1 describes the descriptive statistics of the ten independent variables used for predicting 

low birth weight. A total of 4469 respondents were finally included in the modelling procedure 

after dropping the missing values and outliers. 4153 of the respondents translating to 92.93% 

gave birth to babies without low birth weight whereas only 316 translating to 7.07% gave birth 

to low birth weight babies. This proportion signifies an imbalanced class data and therefore 

imbalance data handling methods were considered before building the machine learning 

models. The mean age of mothers who gave birth to low birth weight babies was 28.8 years 

whereas those who gave birth to babies without low birth weight was 28.5 years. The mean 

weight for those who gave birth to low birth weight babies was 60.4 kg whereas those who 

gave birth to babies without low birth weight was 61.5 years.  In terms of height, the mean 

height was 159 for both mothers with low birth weight and those without low birth weight. 

Antenatal care visits was another continuous variable that was considered. Approximately, a 

mean number of 4.23 visits was found for mothers who did not give birth to low birth weight 

babies whereas those who gave birth to low birth weight babies were 4.28. Categorical 

variables were also important to be looked at. The percentage of low birth weight was highest 

among mothers with a bad obstetric history with 7.95 % and lowest for mothers with a good 

obstetric history which was 6.97%. The percentage of low birth weight among mothers who 

did not take iron folic tablets is 7.78% whereas for those who took iron folic tablets while 

pregnant, the percentage of low birth weight is 6.83%. It can be observed that out of the 19 

respondents who smoke, only 1 mother gave birth to a low birth weight baby translating to 

6.67% whereas the percentage of low birth weight among mothers who do not smoke is 7.07%. 

The percentage of low birth weight was highest for mothers from the urban residence with 

7.35% whereas it was least for mothers from the rural residence with 7.2%. The percentage of 

low birth weight was highest among mothers with the poorest wealth index with 9.35%. It was 

followed by those from the richer category with 7.71%, followed by those from the middle 
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category with 7.08% then those from the richest category with 6.15%. The percentage of low 

birth weight was least among mothers from the poorer category with 5.56%. The percentage 

of low birth weight was highest among mothers with no education with 9.62 %. It was followed 

by those with primary level of education with 7.86%, then those with higher education with 

5.61% whereas the percentage of low birth weight was least among mothers with secondary 

level of education with 5.43%. 

4.2. Correlation between the dependent variable and independent variables  

Below is the summary of correlation between continuous independent variables and the 

dependent variable. 

 

Figure 4.1: Correlation of dependent variable and continuous independent variables 

Figure 4.1 above shows a heat map diagram of correlation matrix which displays the correlation 

between the dependent variable and the independent continuous variables. The variable 

BirthWeight has a positive correlation with all the independent variables except number of 

antenatal care visits. This means that as mother’s weight, age and height increases, the birth 

weight of the baby also increases. Moreover, there exists no multicollinearity among the 

independent variables.  
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4.3 Model results 

 

4.3.1: Predictive Performance 

After the data was balanced and cross validation was performed, the next aspect was to build a 

machine learning model to predict low birth weight. Several classification algorithms were 

tested to predict Low birth weight. They are: logistic regression, decision tree classifier, 

random forest, SVM, gradient boosting and extreme gradient boosting. Hyperparameter tuning 

was performed on the models to optimize the results. However for some algorithms, the default 

parameters gave the best performance metric scores. After hyper-parameter tuning, the 

following results were found. 

Table 4.2 Performance metrics of the machine learning algorithms 

Model Precision score Recall score F1 score Accuracy 

Logistic Regression 0.673333 0.666667 0.664621 0.666667 

Random Forest 0.956831 0.956679 0.956666 0.956679 

Decision Tree 0.883662 0.883273 0.883283 0.883273 

Gradient Boosting 0.88827 0.871841 0.870153 0.871841 

XGBoost 0.941236 0.939832 0.939746 0.939832 

SVM 0.770404 0.761733 0.760404 0.761733 

 

To evaluate the predictive ability of the classification algorithms, accuracy metric was 

computed. Out of the six models that were built to predict low birth weight, it is evident that 

the random forest model emerged to be the best with an accuracy of 0.956679. It was followed 

by XGBoost which had an accuracy of 0.939832. The third best was  the decision tree with an 

accuracy of 0.883273, followed by the gradient boosting with an accuracy of 0.871841, then 

the Support Vector Machine (SVM) with 0.761733 and finally logistic regression with 

0.666667 accuracy.  

 After checking the predictive ability of the models using accuracy metric, the effectiveness of 

the models was checked using F1 score, precision score and recall score. Starting with the 

precision score, random forest turned up to be the best by scoring 0.956831 followed by 

XGBoost with 0.941236. Gradient boosting succeeded with precision of 0.888270, then 

decision tree with 0.883662, followed by SVM with 0.770404 and finally logistic regression 



29 
 

 

 

 

with 0.673333. Moreover, the models were evaluated based on the recall score. Using this 

measure, random forest again emerged to be the best with a recall score of 0.956679. It was 

followed by XGBoost with 0.939832 which was succeeded by the decision tree with 0.883273. 

The gradient boosting technique then followed with 0.871841. SVM came after with a recall 

score of 0.761733 and finally the logistic regression with 0.666667. In addition, F1 score was 

utilized as another performance evaluation metric to compare the models. Random forest 

emerged the best with an F1 score of 0.956666. XGBoost succeeded it with 0.939746 followed 

by the decision tree with 0.883283, then the gradient boosting technique with 0.870153. SVM 

scored 0.760404 and finally the logistic regression managed to score 0.664621. 

 

 

4.3.2: Discrimination analysis 

 

 

Figure 4.2: Receiver Operating Characteristic Curve (ROC) 
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Figure 4.2, exhibits the ROC curves of the machine learning models that were experimented in 

this research to predict low birth weight. The ROC curve shows the ability of the machine 

learning models to discriminate birth weight as either low birth weight or not low birth weight. 

It plots the trade-off between the true positive rate and the false positive rate at various 

thresholds. Out of the six machine learning algorithms tested in this research, random forest 

produced the highest area under the curve (AUC) of 0.988. The second best AUC was taken 

by the gradient boosting technique with a value of 0.978 which tied with the XGBoost with the 

same value. The decision tree then followed with an AUC of 0.892 followed by SVM with 

0.773 and lastly the logistic regression which scored an AUC of 0.740.  

4.4 Variable contribution to the robustness of the models 

 

The contribution of the variables to the robustness of the machine learning models that were 

investigated in this research was good enough to be looked into. According to the performance 

of the models based on the predictive performance evaluation metrics that is the accuracy, F1 

score, precision and recall score as well as the ROC-AUC, random forest emerged to be the 

best followed by the XGBoost. Therefore, the order of the importance of the variables was 

evaluated based on these two machine learning models as shown in the figures below.  
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4.4.1 Variable importance based on random forest algorithm 

 

Figure 4.3: Plot of variable importance using the random forest algorithm 

Figure 4.3 displays the order of importance of the independent variables based on the gini 

importance of the random forest algorithm that outperformed the other algorithms. Gini 

importance calculates the importance of every predictor as an addition of splits across all trees 

including predictor proportionality to the number of samples it splits. It was observed that the 

four most important variables for predicting low birth weight, which had a gini-importance 

value of 0.1 and above, were mother’s weight, mother’s height, mother’s age and number of 

antenatal visits attended during pregnancy.  
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4.4.2 Variable importance based on XGBoost algorithm 

 

Figure 4.4: Plot of variable importance using the XGBoost algorithm 

XGBoost emerged to be the second best model in this research. Variable importance was 

therefore checked based on it in order to ascertain whether the order is the same as the order 

according to the random forest model. Figure 4.4 shows the order of the importance of the 

variables. The order is similar to that of the random forest model. The importance was measure 

based on the F score. Those with an F score value of 200 and above were taken to be the most 

important variables. The most important was mother’s weight followed by mother’s height, 

then mother’s age and lastly the number of antenatal visits during pregnancy. 

4.5 Limitations 

This research also exhibited some limitations. It was a challenge to get clinical data from an 

obstetric clinical records. This data could have given more information as compared to DHS 

data which is based on interviewing individuals which might be affected by recall bias and also 

a lot of missing values as was experienced in the DHS data used for this research.    
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CHAPTER FIVE: SUMMARY, CONCLUSION AND 

RECOMMENDATIONS 

5.1 Introduction 

This chapter describes the summary of the results, the conclusion and the recommendations 

suggested based on the results of the research.  

5.2 Summary of the results 

The main objective of this research was to build a machine learning model for predicting low 

birth weight. Three specific objectives were studied. To achieve these objectives, the 2014 

KDHS data was used. The data was subjected to pre-processing in order to clean it and prepare 

for the modelling tasks. Six machine learning algorithms were trained and tested namely; the 

random forest, decision tree, gradient boosting, XGBoost, SVM and logistic regression. After 

training and testing them, they were evaluated based on performance metrics specifically used 

for classification problems. The metrics used were accuracy, precision score, recall score and 

F1 score. Furthermore, the ROC-AUC was used to test the  classification ability of the models 

to differentiate between the low birth weight cases and the cases without low birth weight. In 

terms of accuracy, the best machine learning model was the random forest with an accuracy of 

0.956679. The other five models produced an accuracy that ranged between 0.666667 to 

0.939832. Based on the precision score, random forest again emerged to be the best with a 

value of 0.956831. The rest of the models had a precision score that ranged from 0.673333 to 

0.941236. Recall score was also evaluated and random forest had the best recall score value of 

0.956679 whereas the other models managed a recall score ranging from 0.666667 to 0.939832. 

Moreover, the F1 score was also examined. Random forest model had the best F1 score value 

of 0.956666. The rest of the models F1 score ranged from 0.664621 to 0.939746. Furthermore, 

the ROC curves of all the tested models were plotted and the area under the curved evaluated. 

The random forest had the highest area under the curve of 0.988. The AUC of the other models 

ranged from 0.740 to 0.978. Therefore, from these results based on the performance metrics 

and ROC-AUC, random forest emerged to be the most robust model. 

In addition, variable importance was examined.  This specific objective was geared to ascertain 

the variables which are the most important to be considered when predicting low birth weight. 

The random forest algorithm was used to perform the variable importance since it proved to be 
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the most robust model for predicting low birth weight. In addition, XGBoost which was the 

second best robust model was used to compare with the random forest model to comprehend 

whether the variable importance would produce the same results as that of the random forest. 

Fortunately, the two models produced the same results. The metrics used to measure the 

variable importance were gini importance for the random forest model and F measure for the 

XGBoost model. It was found out that out of the 10 independent variables used the most 

important ones for predicting low birth weight were; mother’s weight, mother’s height, 

mother’s age and the number of antenatal care visits during pregnancy. 

5.3 Conclusion 

To conclude, machine learning techniques have lately been a very useful tool for performing 

prediction tasks in the field of science. Low birth weight is still a major challenge that should 

be looked into in order to reduce child mortality. Therefore, machine learning models were 

employed to perform prediction. It was found out that random forest is the best model for 

predicting low birth weight since it had the highest accuracy and effectiveness in terms of recall 

and precision. Moreover, random forest yielded the best AUC therefore the best classification 

model. It was also important to identify the variables that contributed most to the robustness of 

the model. This technique known as feature importance was performed using the random forest 

technique. It was ascertained that mother’s weight, height, age and number of antenatal visits 

attended during pregnancy are the most important variables that contributed most to the models 

accuracy. 

5.4 Recommendations 

After completing this study, some recommendations and suggestions transpired for further 

research. First, the variables that were found to be the most important in predicting low birth 

weight, that is; mother’s weight, height, age and number of antenatal visits should be the key 

factors looked at. The mother should be given appropriate advice to mitigate low birth weight 

based on these variables. Second, clinical data should be considered to be used for further 

studies in order to get more relevant variables to be included in the prediction since clinical 

data would give more insight. Moreover, apart from the six machine learning algorithms used 

in this research, more algorithms should be employed in order to get more improvements and 

discover more robust models for predicting low birth weight. In addition, other variables apart 

from maternal risk factors should be experimented. 
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ABSTRACT A new born’s health is a primary factor that determines the overall 

health of a human being and its life expectancy. Therefore, its health should be 

monitored not only after birth but also when the baby is still growing in the womb. 

Birth weight is one of the crucial aspects to be observed. Low birth weight is among 

the main problems that new borns face. Low birth weight (LBW) is the weight at birth 

less than 2500g as defined by the World Health Organization. A global estimate of15 

to 20 percent of total live births are low birth weight representing over twenty million 

births every year . In Kenya, the rate of children born with low weight is 8 percent. 

Several methods have been used to measure and approximate birth weight in clinical 

practice including obstetric ultrasound, symphysio-fundal height measurements and 

abdominal palpation. However, these methods are associated with reliability and 

accuracy challenges therefore, calling for more robust methods. This research aimed at 

creating a machine learning model for predicting low birth weight using the maternal 

risk factors that have been found to be associated with low birth weight. Secondary 

data from the 2014 Kenya Demographic Health Survey was utilized where the 

variables were extracted from the births recode file. The study population included 

mothers between the age of 15 to 49 years. The machine learning algorithms 

employed were logistic regression, decision trees, random forest, support vector 

machines, gradient boosting and xtreme gradient boosting. Using performance 

evaluation metrics namely; accuracy, precision, recall, F1 score, and ROC- AUC, the 

random forest model was found out to be the most robust with 0.956679 accuracy, 

0.956831 precision, 0.956679 recall an F1 score of 0.95666 and an AUC of 0.988. In 

addition, variable importance was performed using the random forest approach to 

ascertain the maternal risk factors that are the most important to predict low birth 

weight. It was found out that mother’s weight was the most important variable for 

predicting low birth weight. The other important variables found were; mothers 

height, mother’s age and the number of antenatal visits attended by the mother during 

pregnancy. Machine learning techniques are increasingly being used to provide 



information to guide health policy. This research merits further modelling, research 

and more consultation. v KEYWORDS Machine learning, birth weight, low birth 

weight, maternal risk factors, prediction, algorithm vi LIST OF SYMBOLS AND 
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algorithm……………………………31 1HASH(0x7f233782da38) crucial element in 

the general health of a nation and even global health. It is the primary factor that 

determines the overall health of a human being and the life expectancy. Therefore, a 

baby’s health and well-being should be monitored not only after birth but also when 

the baby is still growing in the womb. One of the aspects that should be observed 

before the baby is born is its weight. Birth weight is the new born baby’s first weight 

measured immediately after being born within the first hour before occurrence of 

significant loss of weight due to postnatal effects (UNICEF and WHO, 2004). A new-

born’s weight signifies a lot about the future health and survival of the baby. 

Therefore, it is advisable to know whether the baby is going to have normal weight or 

low weight during birth in order to make early interventions before birth. 

HASH(0x7f233782db40) that is measured at birth as HASH(0x7f233782e960) major 

HASH(0x7f233782df18) womb / HASH(0x7f233782eb40) births occur in a period 

below 259 days since the start of the last menstruation of a woman preceding 

conception or before completing a gestation period of 37 weeks as WHO defines 

(WHO, 2012). On the other hand, Intrauterine growth restriction is the below normal 

rate of foetal growth with respect to the growth potential of the infant in terms of its 

gender and race. An infant’s normal HASH(0x7f233782f080) with exclusion of 

malnutrition and growth retardation features (Sharma et al., 2016). 

HASH(0x7f233782f128) there after in life they may develop chronic diseases 

(HASH(0x7f233782f788) estimated regionally to be 9 percent in Latin America, 28 

percent HASH(0x7f2337832120). However, these rates could probably be an 

underestimate because, not all 2 women get access to giving birth in hospitals 

therefore these deliveries are not recorded since they deliver at home. Moreover, 

deliveries that occur in small clinics may go unreported by public official figures 

(WHO, 2014). Globally, a prevalence reduction of low birth weight by 30 percent in 

2025 has been targeted by the World Health Assembly (WHO, 2014). In Kenya, 

Universal Health Coverage (UHC) is one of the big 4 agenda of which new born 

health is among its important indicators. The rate of HASH(0x7f233782f740) a report 

by (EVERY PREEMIER SCALE, 2017). This rate is still alarming and therefore 

appropriate solutions towards this problem should be sought. Several methods have 

been used to measure and approximate birth weight in clinical practice. The methods 

include; obstetric ultrasound, symphysio-fundal height measurements and abdominal 

palpation. Obstetric ultrasound stands out to be the most reliable method of examining 

the growth of the foetus. However, ultrasound is not easily accessed in low-resource 

areas and poor communities. Therefore, the other two methods are applied which are 

not very reliable in terms of accuracy (Lu et al., 2019). Moreover, training for 

ultrasound is very crucial. Unskilled ultrasound sonographers might lead to inaccurate 

foetal weight measurements. Therefore, good training is paramount (Jan-Simon 

Lanowski et al., 2017). Due to these challenges, another route towards tackling LBW 

estimation should be taken. Robust methods to estimate HASH(0x7f23378324f8) 

taken into high consideration. This is because early detection allows for proper and 

effective obstetric interventions. Recently, data mining methods particularly machine 

learning have been discovered to be of great help in predicting 

HASH(0x7f2337832a20) done by using machine learning techniques particularly 

supervised learning HASH(0x7f2337832e88) involves pattern recognition and 



computational learning. It inspects the construction and the study of algorithms which 

can make predictions by learning from data (Dönmez, 2013). Supervised 

HASH(0x7f23378339f0) that is used to acquire the system’s information based on a 

set of labelled input-output samples. The goal is to predict output given new inputs 

(Liu & Wu, 2012). In this research, the data will be labelled in such a way that the 

output variable low birth weight is binary in nature. Therefore, the machine learning 

task will follow a supervised learning approach. 3 In Kenya particularly, several 

studies have been conducted HASH(0x7f2337833dc8). However, limited research has 

been geared towards predicting babies at risk of being born with low weight. 

Therefore, the identified maternal risk factors from previous researches can be 

consolidated and HASH(0x7f2337833e70)HASH(0x7f2337833ff0) use the 2014 

Kenya demographic health survey data to perform predictive modelling of 

HASH(0x7f2337833a50)HASH(0x7f23378343e0). HASH(0x7f2337837258) major 

challenge globally and nationally. Several interventions have been put in place but it 

remains a public health problem. It is a global war whereby it led to the 2012 global 

nutrition targets. HASH(0x7f23378376c0) 2025 worldwide was adopted by the 

member states HASH(0x7f23378379f0), up to date the globe is still far from 

accomplishing this objective. The 2000- 2015 report on global trend in low birth 

weight prevalence by WHO and UNICEF reports that in 2010 to 2015, the reduction 

in low birth weight prevalence was slow in comparison to 2000 to 2009. It further 

reports that if the current annual average rate of reduction of 1.00 percent yearly 

continues, the low birth weight prevalence that was projected to be 10.5 percent, 

would be 13.2 percent by 2025 (UNICEF and WHO, 2019). Worldwide, 

approximately 15 percent to 20 percent of total live births are of low weight. This 

represents over twenty million births every year (WHO, 2014). Moreover, 91 percent 

of the low birth weight livebirths are from countries of middle and low income 

majorly South Asia with 48 percent and sub-Saharan Africa with 24 percent 


