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Abstract
We study admissible transformations and solve group classification problems for
various classes of linear and nonlinear Schrödinger equations with an arbitrary
number n of space variables.

The aim of the thesis is twofold. The first is the construction of the new theory
of uniform semi-normalized classes of differential equations and its application to
solving group classification problems for these classes. Point transformations con-
necting two equations (source and target) from the class under study may have
special properties of semi-normalization. This makes the group classification of
that class using the algebraic method more involved. To extend this method we
introduce the new notion of uniformly semi-normalized classes. Various types of
uniform semi-normalization are studied : with respect to the corresponding equiv-
alence group, with respect to a proper subgroup of the equivalence group as well as
the corresponding types of weak uniform semi-normalization. An important kind
of uniform semi-normalization is given by classes of homogeneous linear differen-
tial equations, which we call uniform semi-normalization with respect to linear
superposition of solutions.

The class of linear Schrödinger equations with complex potentials is of this type
and its group classification can be effectively carried out within the framework of
the uniform semi-normalization. Computing the equivalence groupoid and the
equivalence group of this class, we show that it is uniformly semi-normalized with
respect to linear superposition of solutions. This allow us to apply the version
of the algebraic method for uniformly semi-normalized classes and to reduce the
group classification of this class to the classification of appropriate subalgebras
of its equivalence algebra. To single out the classification cases, integers that are
invariant under equivalence transformations are introduced. The complete group
classification of linear Schrödinger equations is carried out for the cases n = 1 and
n = 2.

The second aim is to study group classification problem for classes of general-
ized nonlinear Schrödinger equations which are not uniformly semi-normalized. We
find their equivalence groupoids and their equivalence groups and then conclude
whether these classes are normalized or not. The most appealing classes are the
class of nonlinear Schrödinger equations with potentials and modular nonlineari-
ties and the class of generalized Schrödinger equations with complex-valued and,
in general, coefficients of Laplacian term. Both these classes are not normalized.
The first is partitioned into an infinite number of disjoint normalized subclasses
of three kinds : logarithmic nonlinearity, power nonlinearity and general modu-
lar nonlinearity. The properties of the Lie invariance algebras of equations from
each subclass are studied for arbitrary space dimension n, and the complete group
classification is carried out for each subclass in dimension (1+2). The second
class is successively reduced into subclasses until we reach the subclass of (1+1)-
dimensional linear Schrödinger equations with variable mass, which also turns out
to be non-normalized. We prove that this class is mapped by a family of point
transformations to the class of (1+1)-dimensional linear Schrödinger equations
with unique constant mass.
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Populärvetenskaplig sammanfattning
I denna avhandling studerar vi hur man kan klassificera både linjära och ic-
ke-linjära Schrödinger ekvationer med gruppsymmetri som klassificeringsprincip.
Detta leder till introduktionen av en ny teori av så kallade uniformt halv-norma-
liserade klasser av differentialekvationer som kan tillämpas på de olika typer av
ekvationsklasser. I synnerhet tillämpas metoden på linjära Schrödinger ekvationer
med potential (både reell och komplex) och på så vis erhållas en fullständig klas-
sificering av denna typ av Schrödinger ekvationer i dimension 1+1 och 1+2.

Även icke-linjära Schrödinger ekvationer, med vissa typer av icke-linjära ter-
mer, studeras och en fullständig klassificering erhållas för dessa icke-linjära termer
i dimension 1+2. De klasser av icke-linjära Schrödinger ekvationer som studeras
här innehåller en ekvationsklass med variabel massa. Vi visar bland annat att i
dimension 1+1 varje Schrödinger ekvation med variabel massa kan avbildas på en
Schrödinger ekvation med konstant massa.

Både linjära och icke-linjära Schrödinger ekvationer förekommer i fysik och
teknik, och även linjära Schrödinger ekvationer med komplex potential har på
senare år undersökts i kvantteori. Att klassificera sådana ekvationer enligt grup-
psymmetriska egenskaper är att skapa ett slags ordning i en skenbar oordning,
och det visar sig att det i grunden finns bara ett ändligt antal "grundtyper" av
Schrödinger ekvationer som är sinsemellan inekvivalenta.
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1
Introduction

Lie symmetries of differential equations were first introduced by the Norwegian
mathematician Sophus Lie in his efforts to create a theory for differential equations
similar to the work of Galois on algebraic equations. In this approach, a symmetry
of a differential equation (ordinary or partial) is an invertible transformation that
maps the set of solutions of the equation to itself : if L(u) = 0 is a differential
equation, where u stands for a solution of the equation, then we must have

L(ũ) = 0 whenever L(u) = 0,

where ũ is the transform of u. It is easy to see that the set of all symmetries of a
given equation form a group.

Lie’s theory gave birth to the theory of continuous transformations group and
then led to the concept of Lie groups : a Lie group is, in modern terminology,
a finite-dimensional analytic manifold whose underlying set is also a group so
that the group operations of multiplication and taking the inverse, (g, h) → gh,
g → g−1, are analytic (see [45]).

Lie’s original work on symmetries of differential equations was done in terms of
what are now called Lie algebras and one-parameter groups. These one-parameter
groups are generated by vector fields (known also as infinitesimal symmetries) and
the vector fields form a Lie algebra. The first step in a (Lie) symmetry analysis
of a given differential equation is to find the vector fields that generate (local)
one-parameter groups of symmetry transformations. To do this, Lie developed
an algorithmic method of determining these vector fields. This was one of his
many deep results, and it is still the basis of every investigation of the symmetry
properties of differential equations. This is known as the Lie infinitesimal method.
Having found the Lie algebra of infinitesimal symmetries of an equation, one can
then reconstruct the local one-parameter groups that they generate, and from a
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4 1 Introduction

given solution of the equation we can generate new ones by applying the local
symmetry transformations.

In his approach, Lie posed two questions :

1. What symmetries does a given equation possess?

2. Given a group (in a given representation), what differential equations (of a
given order and type) admit this group as a group of symmetries?

In this thesis, we look at a variant of the first question : given a class of differential
equations, what symmetries can the equations in that class possess and how can
we classify them according to the various symmetry properties that they have?

From 1899, the year in which Lie died, up to the 1950’s, Lie’s methods fell
almost into disuse. However, two notable exceptions were Bateman’s proof in
1909 that the free wave equation is invariant under the conformal group and
Emmy Noether’s work on the correspondence between the symmetries of a La-
grangian variational problem and the conservation laws of the Euleur-Lagrange
equations [32].

In the late 1950’s and early 1960’s, Ovsiannikov began publishing his work on
the symmetry analysis of differential equations ([34], [35]) and from the late 1960’s
to the present day there has been an exponential growth in the application of sym-
metry methods to differential equations (see for instancecite [3], [6], [33], [36], [37]
and the references cited there).

Although Lie’s symmetry algorithm based on the infinitesimal Lie method is
fundamental in symmetry analysis, it is not always powerful enough on its own to
give complete results. For classes of differential equations whose arbitrary elements
depend on one variable only but not on any derivative, such as the equation

ut = f(u)uxx + fu(u)ux,

this approach is successful. However, the method is not powerful enough when
confronted by equations of the type

ut = f(u, ux)uxx + g(u, ux).

The reason for this is quite simple : the infinitesimal method of Lie depends on
being able to express the symmetry condition (on the coefficients of a symmetry
vector field) as a polynomial in the derivatives. This is not possible when terms
such as f(u, ux) and g(u, ux) are present. The way out of this problem is to
supplement Lie’s infinitesimal method with other techniques. In this thesis we
use the algebraic method [4], which is based on the subgroup analysis of the
equivalence group associated with a class of differential equations under study.
This approach uses a synthesis of Lie’s infinitesimal method, the technique of
equivalence transformations [37] and the analysis of low-dimensional subalgebras
as well as the equivalence groupoid of the equation (or class of equations) [40]
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1.1 Lie symmetries of Schrödinger equations:
known results

The study of Schrödinger equations from the symmetry point of view began in
the early 1970’s with the symmetry analysis of the linear Schrödinger equation
([7], [25], [27], [28], [29], [30]). In [27] Niederer found the usual Lie symmetry
group of (1+3)-dimensional free linear Schrödinger equations using Lie’s infinites-
imal method. In subsequent papers ([28], [29], [30]) he obtained the maximal
kinematical invariance group of the harmonic oscillator as well establishing an
isomorphism between the invariance groups for both the harmonic and linear po-
tential, and the free invariance particle. Niederer also obtained a symmetry clas-
sification of linear Schrödinger equations with arbitrary real potential V = V (t, x)
for space-dimension less or equal to three. Boyer ([7]) solved the problem of group
classification of the class of linear Schrödinger equations with arbitrary real-valued
time independent potential and found a generalization of Niederer’s results. In the
book [25], Miller gave a résumé of his important work on the symmetry properties
and separation of variables for linear Schrödinger equations.

In the early 1990’s, Fushchych and his collaborators in ([13], [14], [15], [16])
studied the symmetries and conditional symmetries and exact solutions of Schrö-
dinger equations of the form

iψt + λ∆ψ + F (|ψ|)ψ = 0 λ 6= 0

(as well as considering other nonlinear equations). Earlier, in ([17], [18], [19]
the group invariant solutions of (1+3)-dimensional generalized quintic nonlinear
Schrödinger equations, with F = a0 +a1|ψ|2 +a2|ψ|4 were constructed. Nonlinear
Schrödinger equations of the type

iψt + ψxx + F (t, x, ψ, ψ∗, ψx, ψ∗x) = 0,

where F is an arbitrary smooth, complex-valued function, were studied in ([8]), in
particular their invariance under subalgebras of the symmetry algebra of (1+1)-
dimensional free Schrödinger equation. The symmetry classification for the general
case of F = F (ψ,ψ∗) was carried out in [31].

A complete classification of the above type of nonlinear Schrödinger equation
with modular nonlinearities, supplementing Lie’s infinitesimal approach with the
notions of equivalence group and normalized classes of differential equations, was
given in [40]. They also gave a complete description of all admissible transforma-
tions in the class F (that is, those that map equations of the class to equations in
the same class).

In ([20]) the symmetry analysis of the class of (1+1)-dimensional cubic Sch-
rödinger equations with variable coefficients of the form

iψt + f(t, x)ψxx + g(t, x)|ψ|2ψ + h(t, x)ψ = 0,

where f , g, h are complex-valued functions of (t, x) with (Re f)(Re g) 6= 0, was
carried out.
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Various other classes of nonlinear Schrödinger equations have over the years
been studied using Lie’s method supplemented with other techniques. Among
these supplementary techniques is the exploitation of equivalence transformations,
as developed systematically by Ovsiannikov (see [37]). This method has been
enhanced and refined by Popovych and his collaborators (for details see [39], [40],
[46]). In this thesis, we investigate linear and non-linear Schrödinger equations
using the techniques developed by Popovych and his collaborators, and we enhance
these methods with new results.

1.2 Motivation and relevance
We consider linear and nonlinear Schrödinger equations with complex potentials.
Nonlinear Schrödinger equations have been used in nonlinear optics and plasma
physics, as well as other fields. Real potentials have an obvious interpretation in
quantum mechanics, but recently interest in complex-valued potentials has grown.
These complex potentials still give a real-valued spectrum for the Hamiltonian (see
for instance [1], [2], [12], [26], [42], [43]).

We are motivated in our treatment of linear and nonlinear Schrödinger equa-
tions for a variety of reasons.

First of all, we treat, in the first paper of this thesis, linear Schrödinger equa-
tions in (1+1)-time-space with a potential. Although this case was considered
previously by Niederer ([27]) and Boyer ([7]), their results are not complete. Also,
their approach to symmetries was based on an assumption of a linear representa-
tion of symmetries (as suggested by representation theory). Here, we use the Lie
algorithm for finding the symmetries, and the form of the representation is then
dictated by the equation. Our approach gives an exhaustive list of potentials,
both real and complex, and we thus obtain completeness in our classification. As
mentioned above, some complex potentials have been of interest in various appli-
cations, there are complex potentials which still allow the quantum mechanical
Hamiltonian to have a real spectrum. In the second paper, we look at the case of
linear Schrödinger equations with potential in (1+n)-time-space dimensions and
then give a more detailed analysis for the (1+2)-time-space.

As well as completeness, using our method on this type of Schrödinger equa-
tion provides us with a laboratory for the method and the auxiliary concepts we
develop. Indeed, we extend the methods described in ([4]). Further, in the third
paper we extend the results of ([40]) to the case of several dimensions.

Since nonlinear Schrödinger equations have been used in many contexts, we
use our methods to study nonlinear Schrödinger equations of the form

iψt +G(t, x, ψ, ψ∗,∇ψ,∇ψ∗)∆ψ + F (t, x, ψ, ψ∗,∇ψ,∇ψ∗) = 0, G 6= 0,

and then consider more specific cases of the nonlinearities F and G. This study
is intended to help in the understanding of the various subclasses of nonlinear
equations.

Finally, our study is intended to give a Lie symmetry classification of these
Schrödinger equations and to use these Lie symmetries to construct exact solutions
of the equations.
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This thesis consists of two parts : in the first part we present a summary of the
theoretical background needed to read the research papers and the second part
consists of the research papers.





2
Basic notions of symmetry analysis

2.1 One-parameter groups and their infinitesimal
generators.

Symmetry analysis of differential equations is based on the notion of Lie algebras
of vector fields. These vector fields are the generators of (local) Lie groups of
symmetry transformations. A symmetry transformation is, as noted in the in-
troduction, simply a transformation which maps a solution of a given differential
equation to another solution of the same equation. We begin by recalling some
basic concepts and definitions which form the background of our approach. For
simplicity, we work in Rn or open subsets of R as all our considerations in this
thesis are of a local nature.

One of the fundamental ingredients in our approach is the concept of (local)
one-parameter group. This is just a modification of the idea of a one-parameter
group of transformations :

Definition 2.1. 1) A one-parameter group of smooth transformations of Rn (for
some positive integer n) is a one-parameter family of smooth transformations
Φt : Rn → Rn with t ∈ R, such that (t, x)→ Φt(x) is a smooth map R×Rn → Rn
with the properties that Φs ◦ Φt = Φs+t for all t ∈ R and Φ0 = idRn .

2) A one-parameter local group of smooth transformations of an open subset
U ⊂ Rn is a family of smooth transformations Φt : U → U with t ∈ I for some
symmetric interval I ⊂ R about 0 ∈ Rn such that (t, x) → Φt(x) is smooth map
R× U → U and such that Φt(x) ∈ U for all t ∈ I and x ∈ U , Φ0(x) = x for each
x ∈ U and Φs ◦ Φt(x) ∈ U for x ∈ U and for all s, t ∈ I such that s+ t ∈ I.

9
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Example 2.1
As examples of one-parameter groups of transformations we have[

cosh t sinh t
sinh t cosh t

]
,

[
cos t − sin t
sin t cos t

]
, t ∈ R.

Clearly, every one-parameter group of transformations is a local one-parameter
group. The generator of a local one-parameter group is a vector field which we
define as follows :

Definition 2.2. Suppose we are given a local one-parameter group of transfor-
mations Φt, t ∈ I on an open subset U ⊂ Rn as defined in Definition 2.1. Then a
vector field X defined on U is the generator of the local one-parameter group on
U if Xx is the tangent vector to the curve defined by t→ Φt(x) at t = 0. That is,

Xx = d

dt
Φt(x)

∣∣
t=0.

The generator of a local one-parameter group acts on (smooth) functions
f : U → R according to the rule

(Xf)(x) = d

dt
f (Φt(x))

∣∣
t=0

and this defines a derivation on the multiplicative ring of functions : we have
X(f + g) = Xf +Xg and X(fg) = (Xf)g + f(Xg), as is easily verified from the
definition of the generator X.

2.2 Jet bundles
Jet bundles, or jet spaces, are the natural setting for discussing differential equa-
tions. A jet bundle over a manifold M is essentially a space whose local co-
ordinates are the local coordinates x = (x1, . . . , xn) of M together with func-
tions u = (u1, . . . , um) on M as well as their derivatives. Thus, if the man-
ifold is R2 and we have one function u : R2 → R, then the jet bundle of or-
der two, denoted by J2(R2,R, is the space with local coordinates (x, u(2)) =
(x1, x2, u, u1, u2, u11, u12, u22), where u1 and u2 denote the first-order derivatives
∂1u and ∂2u with ∂1 and ∂2 being the partial derivatives with respect to x1 and
x2 respectively, and u11, u12, u22 denote the three second order partial derivatives
of u : u11 = ∂2

1u, u12 = ∂2
12u, u22 = ∂2

2u. It is assumed that all mixed derivatives
are equal. A rigorous definition of jet bundles and their properties can be found
in [38], [41]. Our exposition below is informal and follows that of Olver in [33].

For a smooth real-valued function u(x1, . . . , xn) of n independent variables we
have the pth order derivatives

uα = ∂|α|u

∂xα1∂xα2 . . . ∂xαn
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where α stands for the unordered n-tuple of integers α = (α1, α2, . . . , αn)
and where the integers αi, i = 1, . . . , n are such that 1 6 αi 6 n. α is re-
ferred to as a multi-index and its length, denoted by |α|, is defined as |α| =
α1 + α2 + · · · + αn. The corresponding jet space is denoted by Jp(Rn,R) and
has local coordinates (x, u) = (x1, . . . , xn, u) together with all the partial deriva-
tives uα, 1 6 |α| 6 p. Thus, for instance, J3(R2,R) has local coordinates
(x, y, ux, uy, uxx, uxy, uyy, uxxxx, uxxy, uxyy, uyyy). We define the “zeroth” jet bun-
dle J0(Rn,R) as being the space with local coordinates (x, u), the “zeroth” deriva-
tive of u being just the function itself.

If we now take a function u : Rn → Rm then the corresponding jet space of
order p is denoted by Jp(Rn,Rm) and its local coordinates are

(x, u) = (x1, . . . , xn, u1, . . . , um)

together with all the partial derivatives uaα, 1 6 |α| 6 p, a = 1, . . . ,m. The
“zeroth” jet bundle J0(Rn,Rm) is then the space with local coordinates (x, u).
We refer to the space Rn × Rm with local coordinates (x, u) as the underlying
space. It is the graph space of the mapping u : Rn → Rm. In the literature on
symmetries of differential equations the x = (x1, . . . , xn) and u = (u1, . . . , um) are
called the independent variables and the dependent variables, respectively.

The jet bundles Jp(Rn,Rm) can be given the structure of a differentiable man-
ifold (see [41]) and they are also fibred manifolds : there is a map (the projection
map) πp : Jp(Rn,Rm) → Rn × Rm which is surjective (it is a submersion) given
by πp(x, u(p)) = (x, u), where u(p) stands for the collection of all partial deriva-
tives of u up to and including order p, with the “zeroth” derivatives being just the
functions themselves. The fibre above (x, u) is just the inverse image π−1

p (x, u)
(see [38], [41]). One also has the projections πp,l : Jp(Rn,Rm)→ Jq(Rn,Rm) for
p > q given by πp,q(x, u(p)) = (x, u(q)) and it is easy to verify that πj,p ◦πp,q = πj,q
whenever j > p > q. We also have πp,p = id and πp = πl ◦ πp,q for all p > q.

The structure of a fibred manifold allows us to define diffeomorphisms of
Jp(Rn,Rm). Note that any diffeomorphism Φ: Rn × Rm → Rn × Rm of the
underlying space Rn×Rm induces a transformation of the derivatives of all orders
of u = (u1, . . . , um). The induced transformation on the jet space Jp(Rn × Rm)
obtained in this way (by the usual chain rule) is called the pth prolongation of Φ.
It is clear that the pth prolongation of a diffeomorphism Φ will depend only on
the local coordinates (x, u(p)). We use the notation Φ|(x,u(p)) to denote the pth
prolongation of Φ.

The jet bundles described above are endowed with differential operatorsDi, i =
1, . . . , n called the total derivatives with respect to xi and they are defined as
Di = ∂i + uaα+δi∂uaα , where δi is the multi-index whose ith entry equals 1 and
whose other entries are zeroes. The variable uaα of the jet space Jp(Rn,Rm)→ R
is given by ∂|α|ua/∂xα1

1 . . . ∂xαnn . Here and below we assume summation over
repeated indices.

Thus for the functions X : Jp(Rn,Rm)→ R we have

DiX = ∂X

∂xi
+ uaα+δi

∂X

∂uaα
,



12 2 Basic notions of symmetry analysis

where the summation over α is over all n-tuples (α1, . . . , αn) of all lengths |α| > 1.
The sum is well-defined since X is a function of only a finite number of arguments.
Here uaα,i is defined for α = (α1, . . . , αn) as

uaα,i = ∂uaα
∂xi

= ∂|α|+1ua

∂xi∂xα1 . . . ∂xαn
.

Example 2.2
The space on which second-order ordinary differential equations are defined is
J2(R,R). The underlying space is R × R with local coordinates (x, y). The local
coordinates on J2(R,R) are then (x, y, y′, y′′) and the total derivative with respect
to x is

Dx = ∂

∂x
+ y′

∂

∂y
+ y′′

∂

∂y′
+ y′′′

∂

∂y′′
.

Example 2.3
For J2(R2,R) we have the underlying space R2×R with local coordinates (x, y, u)
and the local coordinates on J2(R2,R) are then (x, y, u, ux, uy, uxx, uxy, uyy). We
have two total derivatives

Dx = ∂

∂x
+ ux

∂

∂u
+ uxx

∂

∂ux
+ uxy

∂

∂uy
+ uxxx

∂

∂uxx
+ uxxy

∂

∂uxy

+ uxyy
∂

∂uyy
,

Dy = ∂

∂y
+ uy

∂

∂u
+ uxy

∂

∂ux
+ uyy

∂

∂uy
+ uyyy

∂

∂uyy
+ uyyx

∂

∂uxy

+ uxxy
∂

∂uxx
.

The total derivativesDx, Dy mentioned in this example are examples of generalized
vector fields rather than vector fields since the coefficient y′′′ and uxxx, uxxy, uyyy
appear, and these are coordinates on the jet bundles J3(R,R) and J3(R2,R). This
problem can be circumvented by working on the infinite jet bundle J∞(Rn,Rm)
where the local coordinates include derivatives uaα of arbitrary order (that is with
|α| takes on all possible positive integer values), and in this case the operators Di

mentioned above are vector fields. Functions on this infinite jet bundle are defined
as being functions of only a finite number of non-zero arguments. A rigorous
definition is given in [41], but we shall not need this construction. We do not
use jet bundles other than in an informal way and the total derivatives are to be
understood as generalized vector fields.
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2.3 Lie symmetries of differential equations
In this Section we are interested in point symmetries of differential equations,
that is, invertible point transformations acting on the space of independent and
dependent variables which map solutions of differential equations to solutions of
the same equations (see for instance [6], [33]).

Definition 2.3. A symmetry of differential equation is a smooth transformation
that maps any solution of differential equation to another solution of the same
equation. Then a point symmetry group of differential equation is a smooth, in-
vertible point transformation which maps every solution of the differential equation
to a solution of the same differential equation.

Note that according to this definition, a symmetry may be a transformation
which depends on derivatives, whereas a point symmetry is a transformation on
the underlying space of a differential equation (that is, the space of independent
and dependent variables). In the following, we refer to point symmetries as just
symmetries.

We begin with a definition of what we mean by a system of differential equations
([33]) :

Definition 2.4. A system of l differential equations of order p for m unknown
functions (u1, . . . , um) in n independent variables (x1, . . . , xn) is a smooth function

L : Jp(Rn,Rm)→ Rl, such that L(x, u(up)) = 0,

where p, m, n and l are positive integers. This system is of maximal rank if the
smooth function L : Jp(Rn,Rm) → Rl has rank l, that is, the differential DL
mapping the tangent space at each point of the domain of definition of L to Rl
has rank l.

Example 2.4
A system of two equations of order two of one function of independent variables
(x1, x2) is a smooth map L : J2(R2,R)→ R2 such that

L(x, u(2)) : =
{
L1(x, u(2)) = 0,
L2(x, u(2)) = 0.

For illustration one can take L(x, u(2)) to be the system

L1 : ut − uxx − 3ux − u = 0, and L2 : utt − ux − 2uxx = 0.

The differential DL is then easily computed to be

DL =
(
∂Lν
∂xi

,
∂Lν
∂uαJ

)
=
(

0 0 −1 1 −3 0 0 −1
0 0 0 0 −1 1 0 −2

)
,

which is of rank two whenever L(x, u(2)) = 0.
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Definition 2.5. A symmetry transformation of a system of differential equations

L : Jp(Rn,Rm)→ Rl, such that L(x, u(up)) = 0,

is a smooth, invertible map

Φ: Rn × Rm → Rn × Rm, Φ(x, u) = (x̃, ũ) (2.1)

so that L(x̃, ũ(p)) = 0 whenever L(x, u(p)) = 0.

Any symmetry Φ will induce an action on the derivatives of a function. This
action is defined as follows :

Definition 2.6. The map (x, u(p)) → (x̃, ũ(p)) induced by the map Φ: (x, u) →
(x̃, ũ) is called the pth prolongation of Φ, denoted by pr(p)Φ.

It is an essentially hopeless task to find symmetries of differential equations
with this definition. However, using this definition we can restrict our attention
to (locally defined) one-parameter groups generated by vector fields of the form

X = ξi(x, u)∂xi + ηa(x, u)∂ua .

The action of this vector field can be extended to an action on functions on the jet
bundle P : Jp(Rn,Rm) → R. This extended action is called the pth prolongation
of the vector field X, and is denoted by X(p) and is defined by the formula

X(p) = ξi(x, u)∂xi + ηa(x, u)∂ua +
m∑
a=1

ηaα∂uaα .

The sum over α is over all n-tuples α with |α| > 1. The functions ηaα are defined
as follows for each α = (α1, α2, . . . , αn) :

ηaα = Dα

(
ηa − ξiuai

)
+ ξiuaα,i

with Dα = Dα1Dα2 . . . Dαn . Alternatively, they may be given recursively as

ηai = Diη
a − uabDiξ

b, ηaα,i = Diη
a
α − uaα,bDiξ

b

for |α| > 1.
Example 2.5

For the vector field

X = x∂x + 2u∂u

defined on the underlying space R× R the first prolongation X(1) is

X(1) = x∂x + 2u∂u + ηx∂ux = x∂x + 2u∂u + ux∂x

since ηx = Dx(2u− xux) + xuxx.
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Example 2.6
The vector fields X = ∂x, Y = x∂x, Z = x2∂x form the Lie algebra sl(2,R) and
the commutation relations are [Y,X] = −X, [Y,Z] = Z and [X,Z] = 2Y . Their
second prolongations for the underlying space R2 × R are

X(2) = ∂x, Y(2) = x∂x − ux∂ux − 2uxx∂uxx
Z(2) = x2∂x − 2ux∂ux − (2ux + 4xuxx)∂uxx .

For more details on these definitions and examples, we refer to [33].

Lemma 2.1. Let ΦX(t) denote the local flow of a vector field X on R× Rm and
ΦX(p)(t) the local flow of X(p) on Jp(R× Rm), then

pr(p)ΦX(t) = ΦX(p)(t).

For a proof, see [33].
We can now define what we mean by an infinitesimal symmetry operator for a

differential equation :

Definition 2.7. The vector field X defined by

X = ξi(x, u)∂xi + ηa(x, u)∂ua

is an infinitesimal point symmetry of the system of differential equations

L(x, u, u(p)) = 0, where L : Jp(Rn,Rm)→ Rl,

if the local diffeomorphism generated by the local flow ΦX(t) of X is a symmetry
of this system of differential equations.

The basic result on symmetries of differential equations is the following :

Theorem 2.1. If the (smooth) vector field X defined on the underlying space
Rn × Rm is a symmetry of the system of differential equations L(x, u(p)) = 0,
where L : Jp(Rn,Rm)→ Rl is of maximal rank, then

X(p) · L = 0 whenever L(x, u(p)) = 0.

If X,Y are two infinitesimal point symmetries of the system of differential equa-
tions of maximal rank L(x, u(p)) = 0 then so is their commutator [X,Y ]. Here
X(p) · L = 0 means X(p)Lq = 0 for all q = 1, . . . , l.

Note that this result only says that if ΦX(t) is a symmetry, then X(p) ·L = 0. It
requires that, at least for t ∈ I for some interval I of zero, ΦX(t)u to be a solution
of L(x, u, u(p)) = 0 whenever u is a solution. The converse statement requires the
extra condition of nondegeneracy.
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2.3.1 Nondegenerate systems of differential equations
Our work deals with non-degenerate systems of differential equations. We have
the following definitions (see [33]) :

Definition 2.8. A system of pth order differential equations L(x, u(p)) = 0 is
said to be locally solvable at the point (x, u(p)) for which L(x, u(p)) = 0 if there
exists a smooth solution u = f(x) of the system L(x, u(p)) = 0 which is defined in
some neighborhood of x and satisfying u(p) = pr(p)f(x) where pr(p)f(x) denotes
the collection of all derivatives of f(x) of order up to and including p.

It is locally solvable if it is locally solvable at every point of the set

{(x, u(p)) : L(x, u(p)) = 0}.

Definition 2.9. A system of differential equations is said to be non-degenerate
if it is locally solvable and of maximal rank at each point of the set

{(x, u(p)) : L(x, u(p)) = 0}.

The importance of non-degeneracy is illustrated in the following theorem :

Theorem 2.2. Suppose L(x, u(p)) = 0 is a non-degenerate system of differential
equations. A vector field X on the underlying space Rn × Rm is an infinitesimal
symmetry of the system if and only if

X(p) · L = 0 whenever L(x, u(p)) = 0.

For a proof, see [33].



3
Classes of differential equations and

equivalence transformations

We give here a short exposition of the main technical concepts that are used in our
approach to the group classification of differential equations : these are the idea
of a class of differential equations and equivalence transformations and concepts
related to them.

3.1 Classes of differential equations
To introduce the concept of a class of differential equations we look at the example
of an evolution equation of second order :

ut = F (t, x, u, ux, uxx),

where F is a smooth function of its arguments, and it belongs to a class of equations
with the following conditions on F

Fut = Futx = Futt = 0, Fuxx 6= 0.

We call F an arbitrary element of the system

ut = F (t, x, u, ux, uxx), Fut = Futx = 0, Fuxx 6= 0.

This can be symbolized by

Lθ(t, x, u(2), θ(t, x, u(2))) = 0

where θ = F and belongs to the set of (locally) smooth functions satisfying

θut = θutx = θutt = 0, θuxx 6= 0.

17
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The functions θ are called arbitrary elements. Note that in a system of differential
equations, there will in general be more than one arbitrary element.

In our work we follow [33], and we consider systems of differential equations

Lθ : L(x, u(p), θ(q)(x, u(p))) = 0,

parameterized by the tuple of arbitrary elements θ(x, u(p)), where θ denotes the
tuple θ = (θ1, . . . , θk) and θ(q) is the set of derivatives of θ up to and including
order q. This tuple of arbitrary elements θ satisfies an auxiliary system of equa-
tions S which consists of equations of the form S(x, u(p), θ(q)(x, u(p))) = 0. This
auxiliary system may also be augmented by some non-vanishing condition written
representatively as Σ(x, u(p), θ(q)(x, u(p))) 6= 0, which is taken to mean that no
component of Σ vanishes.

In this way, we have the class of systems of differential equations Lθ where the
arbitrary elements θ run through S. We denote this class by L|S .

Example 3.1
In the above example of the class of second order evolution equation we have:
n = 2, m = 1, p = 2, l = 1, θ = F , the auxiliary system of the class is S :
θut = θutx = θutt = 0 and the non-vanishing condition is θuxx 6= 0.

Example 3.2
Consider the class of second order nonlinear wave equations of the form

utt = f(x, ux)uxx + g(x, ux),

where the arbitrary elements f and g depend on x and ux. We have a single
system with two arbitrary elements θ1 = f and θ2 = g depending on x and ux.
The auxiliary system associated to this class is formed by the equations :

θ1
t = θ1

u = θ1
ut = θ1

utx = θ1
uxx = θ1

utt = 0,
θ2
t = θ2

u = θ2
ut = θ2

utx = θ2
uxx = θ2

utt = 0.

The nonvanishing conditions are θ1 6= 0 and (θ1
ux , θ

2
uxux) 6= (0, 0).

Example 3.3
For the class of linear Schrödinger equations iψt + ψxx + V (t, x)ψ = 0, we have a
single arbitrary element θ = V with the auxiliary system of the form

θψ = θψ∗ = θψt = θψ∗t = θψx = θψ∗x = 0,
θψtx = θψ∗tx = θψtt = θψ∗tt = θψxx = θψ∗xx = 0.
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3.2 Equivalence transformations
Group classification of differential equations uses the notion of equivalence trans-
formations. An equivalence transformation is essentially an invertible transforma-
tion that sends an equation of a particular class to another equation of that class.
In this section we look at equivalence transformations of classes of differential
equations and some of their properties. More details can be found in [40].

If we take two systems of equations Lθ and Lθ̃ from a given class L|S , then the
elements θ, θ̃ may or may not be equivalent under some invertible transformation.
For instance, the evolution equations

ut = u2
[
u3

u3
1
− 3

2
u2

2
u4

1

]
, ut =

[
u3

u3
1
− 3

2
u2

2
u4

1

]
cannot be mapped into one another by any equivalence transformation of the
class of third-order evolution equations of the form ut = F (t, x, u, u1, u2)u3 +
G(t, x, u, u1, u2). Thus we are led to the concept of admissible transformations :
that is, transformations that map θ to θ̃.

Definition 3.1. If Lθ and Lθ̃ are two systems belonging to the class L|S we say
an admissible transformation from Lθ to Lθ̃ is an invertible point transformation
of the underlying space having local coordinates (x, u) which maps Lθ to Lθ̃. We
denote by T (θ, θ̃) the set of point transformations from Lθ to Lθ̃.

Definition 3.2. We define the set of admissible transformations in the class of
differential equations as

G∼(L|S) : = {(θ, θ̃, ϕ)|θ, θ̃ ∈ S, ϕ ∈ T(θ, θ̃)}.

We note (see [23]) that the admissible transformations for the class L|S have
the structure of a groupoid : the identity transformation is quite obviously an
admissible transformation; if ϕ ∈ T(θ1, θ2) and ψ ∈ T(θ3, θ4) then the composition
ψ ◦ ϕ is defined only if θ2 = θ3 and then ψ ◦ ϕ ∈ T(θ1, θ4). The associativity of
composition is inherited from the associativity of point transformations : ϕ ◦ (ψ ◦
ρ) = (ϕ ◦ ψ) ◦ ρ whenever the composition is defined. We are thus led to the
following definition :

Definition 3.3. The set of all admissible transformations with the groupiod
structure described above is called the equivalence groupoid of the class L|S and
is denoted by G∼. Thus, G∼ = G∼(L|S) : = {(θ, θ̃, ϕ) | θ, θ̃ ∈ S, ϕ ∈ T(θ, θ̃)}.

The equivalence groupoid G∼ is computed by the use of the direct method.
To do this, we fix two arbitrary systems Lθ : = L(x, u(p), θ(q)(x, u(p))) = 0, and
Lθ̃ : = L(x̃, ũ(p), θ̃(q)(x̃, ũ(p))) = 0, and search for invertible point transformations,

ϕ : x̃i = Xi(x, u), ũa = ua(x, u), i = 1, . . . , n; a = 1, . . . ,m,

that connect the two systems. Using the chain rule we extend these transforma-
tions to transformations of derivatives, expressing the derivatives of tilded vari-
ables in terms of untilded ones. In this way we obtain a transformed system which
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should be satisfied identically when substituted into the system Lθ. This substitu-
tion leads to the system of determining equations for transformational components
of ϕ. Solving these determining equations gives the required G∼. A particular case
of such transformations is that of symmetries : they map a given system Lθ to
itself. The set of all such symmetries is denoted by Gθ.

Definition 3.4. The maximal symmetry group of the system of differential equa-
tions Lθ for a fixed θ ∈ S is the group Gθ of transformations in the space of
variables (x, u) such that any solution of the system Lθ is mapped to a solution of
the same system. That is Gθ : = T(θ, θ).

The intersection of the maximal point symmetry groups of all systems from this
class is called the kernel group, G∩ = G∩ (L|S) : =

⋂
θ∈S Gθ.

The generators of one-parameter subgroups of the groups Gθ and G∩ form the
Lie algebras gθ and g∩, respectively, and are called the maximal Lie invariance
algebra of the system Lθ and the kernel invariance algebra of the class L|S .

3.3 Equivalence groups
The notion of equivalence group, developed in more detail in [33], plays an im-
portant role in the group classification of differential equations. In this section we
look at the equivalence group of the class of differential equations L|S , some of its
properties and generalization.

3.3.1 Usual equivalence group and equivalence algebra
Definition 3.5. The usual equivalence group G∼ of the class L|S is the set of
transformations T satisfying the following properties :

1. T is a point transformation in the jet space Jp(Rn,Rm) × S endowed with
local coordinates (x, u(p), θ), which is projectable onto the space Jq(Rn,Rm)
with local coordinates (x, u(q)) for each 0 6 q 6 p, so that T |(x,u(q)) is
the qth order prolongation of T |(x,u) for all θ ∈ S for which θ̃ ∈ S and
T |(x,u) ∈ T(θ, θ̃).

2. T maps every system from the class L|S to a system from the same class.

Remark 3.1. From Definition 3.5 the notation T |(x,u(q)) means the restriction of
T to the space Jq(Rn,Rm). The symbol π will stand for the projection operator

π : Jp(Rn,Rm)× S → Jp(Rn,Rm),
π(x, u(p), θ)→ (x, u(p)).

The admissible transformations (θ, θ̃, T |(x,u)), where θ, θ̃ ∈ S and T ∈ G∼ ob-
tained in this way are said to be induced by the transformations of G∼.
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Example 3.4
For the class of equations iψt + ψxx + V (t, x)ψ = 0, where ψ is unknown complex
function of (t, x) and V is an arbitrary complex-valued smooth function depending
on its arguments, the point transformations t̃ = t, x̃ = −x, ψ̃ = ψ and Ṽ = V is
an equivalence transformation.

Remark 3.2. It is important to note that the entire equivalence group G∼ of
the class L|S is generated by two kinds of transformations : continuous trans-
formations and discrete transformations. When studying the group classification
of classes of differential equations, one usually looks at the continuous transfor-
mations and in particular the identity component, which contains one-parameter
subgroups.

Both the equivalence groupoid G∼ and the equivalence group G∼ of the class
of differential equations L|S play a crucial role in the group classification of dif-
ferential equations. The knowledge of the groupoid G∼ of the class L|S simplifies
the process of classifying Lie symmetry extensions of this class. Using G∼, we can
easily obtain the equivalence group G∼ of the class L|S . The group classification
of the class under study is easily investigated once these objects are related by
the point transformations from this class. The properties of point transformations
with respect to these objects are given in the section below.

We close this section with a description of the set of generators of the group G∼.

Definition 3.6. We call an equivalence algebra of the class L|S denoted by g∼,
a Lie algebra formed by the set of generators of one-parameter subgroups of the
equivalence group G∼.

It is convenient, for a given class of differential equations, to use the direct
method to find the equivalence groupoid G∼, which is used to construct the equiv-
alence group G∼. Once the latter is known, we can find the infinitesimal generators
of G∼, which constitute the algebra g∼.

3.3.2 Generalized and generalized extended equivalence groups
The notion of equivalence group can be generalized in several ways. For the "usual
equivalence group", the transformations of independent and dependent variables
(x, u) do not dependent on the arbitrary element θ. In this case the equivalence
transformations are of the form (x̃, ũ) = (X(x, u), U(x, u)), θ̃ = Θ(x, u, θ). The
class L|S , with usual equivalence group G∼, may have other equivalence transfor-
mations which do not belong to G∼ and, together with this group, form different
variations of equivalence groups [33], [44].

If the transformations of the variables (x, u) depend on the arbitrary element θ
then the equivalence group is called the generalized equivalence group and is de-
noted by G∼gen. More specifically, this means that for any T ∈ G∼gen is a point
transformation in the space (x, u, θ) such that

∀θ ∈ S : θ̃ ∈ S and T (x, u, θ(x, u))|(x,u) ∈ T(θ, θ̃).
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This is equivalent to saying that the generalized equivalence transformations are of
the form (x̃, ũ, θ̃) = (X,U,Θ)(x, u, θ). When the transformations of the arbitrary
elements are expressed in terms of the old arbitrary elements of the class in a non-
local way (involving the integrals of the arbitrary elements) then the corresponding
equivalence group is called the extended equivalence group and is denoted by Ĝ∼.
Furthermore, if, in addition, the transformational components of the equivalence
transformations (both components for variables (x, u) and arbitrary elements) are
expressed in terms of the arbitrary elements of the class in a non-local way then
the equivalence group is said to be the generalized extended equivalence group and
it is denoted by Ĝ∼gen. Different types of these equivalence groups are discussed
in [22], [44].

Example 3.5
Consider the class of variable coefficient diffusion-convection equations of the form

f(x)ut = (g(x)A(u)ux)x + h(x)B(u)ux, (3.1)

where f = f(x), g = g(x), h = h(x), A = A(u) and B = B(u) are arbitrary smooth
functions of their variables, fghA 6= 0 and (Au, Bu) 6= (0, 0) studied in [22]. The
usual equivalence group G∼ of this class consists of the point transformations of
the form :

t̃ = σ1t+ σ2, x̃ = X(x), ũ = σ3u+ σ4,

f̃ = ε1σ1

Xx
f, g̃ = ε1ε2

−1Xxg, h̃ = ε1ε3
−1, Ã = ε2A, B̃ = ε3B,

where σj(j = 1, . . . , 4) and εi(i = 1, . . . , 3) are arbitrary constants, σ1σ3ε1ε2ε3 6= 0,
X an arbitrary smooth function of x with Xx 6= 0 while the transformations

t̃ = σ1t+ σ2, x̃ = X(x), ũ = σ3u+ σ4,

f̃ = ε1σ1ϕ

Xx
f, g̃ = ε1ε2

−1Xxϕg, h̃ = ε1ε3
−1ϕh,

Ã = ε2A, B̃ = ε3(B + ε4A),

where σj(j = 1, . . . , 4) and εi(i = 1, . . . , 4) are arbitrary constants, σ1σ3ε1ε2ε3 6= 0,

X an arbitrary smooth function of x with Xx 6= 0, ϕ = exp
(
−ε4

∫ h(x)
g(x) dx

)
,

constitute an extended equivalence group Ĝ∼.

Example 3.6
The equivalence transformations corresponding to the class of variable-coefficient
Korteweg de-Vries equations of the form ut + f(t, x)uux + g(t, x)uxxx = 0 with
fg 6= 0 studied in [44] whose form is

t̃ = T (t) x̃ = σ1x+ σ2

ϕ(t) + σ5, ũ = ϕ(t)u− σ3x−
σ2σ3

σ1
,
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f̃(t̃) = σ1

Tt(ϕ(t))2 f(t), g̃(t̃, x̃) = σ3
1

Tt(ϕ(t))3 g(t, x),

where T is an arbitrary function of t with Tt 6= 0, ϕ = σ3
∫
f(t)dt + σ4 and

σj(j = 1, . . . , 5) are arbitrary constants such that σ1(σ2
3 + σ2

4) 6= 0 constitute a
generalized extended equivalence group Ĝ∼gen for that class.

3.3.3 Gauge equivalence group
We continue here the discussion of different type of equivalence transformations
for the given class L|S . Here we are concerned with equivalence transformations
which act only on the arbitrary elements and preserve the space of variables.

Definition 3.7. The equivalence transformations from the group G∼ which act
only on the arbitrary elements (and do not change the systems of differential
equations), generate gauge admissible transformations. Equivalence transforma-
tions of this form are considered as trivial (they are "gauges") and are called gauge
equivalence transformations. They constitute the gauge (normal) subgroup Gg∼,
Gg∼ = {T ∈ G∼|T x = x, T u = u, T θ ∼ θ} of the equivalence group G∼. As in the
previous consideration, we may have different equivalence groups and also their
corresponding gauge subgroups. The values of the arbitrary elements θ and θ̃ in S
are gauge equivalent if the systems Lθ and Lθ̃ are the same systems of differential
equations. Here their sets of solutions coincide.

Example 3.7

Consider the class V of nonlinear Schrödinger equations with potentials and mod-
ular nonlinearity of the form

iψt + ∆ψ + f(|ψ|)ψ + V (t, x)ψ = 0, f|ψ| 6= 0

and consider an equation LV from this class for any fixed V . Then the equivalence
transformations

t̃ = t, x̃ = x, ψ̃ = ψ,

f̃ = f + β, Ṽ = V − β

with the arbitrary complex number β, which map an equation LV from the class
V to an equation LṼ : iψt + ∆ψ+ f̃(|ψ|)ψ+ Ṽ (t, x)ψ = 0, they do not change the
form of the class under study (they preserve the equations of differential equations).
Thus, they constitute the gauge equivalence group of that class.
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3.3.4 Conditional equivalence groups
We look at the structure of the equivalence transformations arising from the classes
and their subclasses that are singled out from these larger classes by imposing some
conditions on the set of arbitrary elements. For more details the reader is referred
to [33].

Consider the class L|S whose equivalence group G∼ is known and let L|S′ be a
subclass singled out from the class L|S by imposing additional constraints on the
sets S ′ and Σ′ of the form S ′(x, u(p), θ(q′)) = 0, Σ′(x, u(p), θ(q′)) 6= 0 with respect
to the arbitrary elements θ = θ(x, u(p)), where S ′ ⊂ S is the set of solution of the
united system S = 0, Σ 6= 0, S ′ = 0, Σ′ 6= 0.

Definition 3.8. The equivalence group G∼ of the class L|S′ , G∼(L|S′), is called
the conditional equivalence group of the whole class L|S under the conditions S ′ = 0
and Σ′ 6= 0. The conditional equivalence group is called nontrivial if and only if it
is not a subgroup of G∼(L|S). It is said to be maximal under the above conditions
on S ′ and Σ′ if for any subclass L|S′′ of the class L|S containing the subclass L|S′
we have G∼(L|S′) * G∼(L|S′′). Throughout of this thesis we are concerned with
the maximal conditional equivalence groups since they are nontrivial.

3.4 Normalization properties
The study of Lie symmetries in the class of differential equations L|S relies on the
properties of point transformations that this class possesses. In this section our aim
is to describe the property of normalization with respect to point transformations
and we will see throughout the thesis how we can relate the equivalence groupoid,
the equivalence group and normalization properties of the concerned class. More
details on normalization property can be obtained in [24], [33].

Definition 3.9. A class of differential equations L|S is said to be normalized
(in the usual sense) if the equivalence groupoid G∼ for this class is generated
by its equivalence group G∼. This means that for each triple (θ, θ̃, ϕ) from the
equivalence groupoid G∼, one can find an equivalence transformation T ∈ G∼ such
that θ̃ = T θ and ϕ = T |(x,u). The class is called normalized in the generalized
sense if for any triple (θ, θ̃, ϕ) ∈ G∼, there exists an equivalence transformation
T ∈ G∼gen with θ̃ = T θ and ϕ = T (x, u, θ(x, u))|(x,u).

Example 3.8
Consider the class of second order ordinary differential equations,

ytt + a1(t)yt + a0(t)y = b(t), (3.2)

where a1, a0 and b0 are real-valued arbitrary functions of t and y = y(t) is
unknown function of t. Its equivalence groupoid G∼ is constituted by triples(
(a1, a0, b), (ã1, ã0, b̃), ϕ

)
, where ϕ is a point transformations in the space of vari-

ables whose components are

T = T (t), Y = Y 1(t)x+ Y 0(t), (3.3)
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and the transformed arbitrary elements (ã1, ã0, b̃) are given by

ã1 = a1 − 2Y
1
t

Y 1 −
Ttt
Tt
, ã0 = a0 + 1

Y 1

(
TttY

1
t − Y 1

tt − ã1Y
1
t

)
b̃ = 1

T 2
t

(
bY 1 + Y 0

tt + ã1Y
0
t − Y 0

t

Ttt
Tt

+ ã0Y
0
)
.

(3.4)

Here T , Y 1 and Y 0 are real-valued functions of t with TtY 1 6= 0. The class (3.2) is
normalized and its equivalence group G∼ is constituted by the point transforma-
tions of the form (3.3) and (3.4). More generally, the class of homogeneous (resp.
inhomogeneous) linear systems of differential equations is normalized.

Example 3.9
The class of Burgers equations,

ut + uux + f(t, x)uxx = 0, f 6= 0

whose equivalence group G∼ consists of the point transformations of the form

t̃ = a1t+ a0

a3t+ a2
, x̃ = κx+ α1t+ α0

a3t+ a2
,

ũ = κ(a3t+ a2)u− κa3x+ α1a2 − α0a3

a1a2 − a0a3
, f̃ = κ2

a1a2 − a0a3
f,

where a1, a0, a3, a2, α1,α0 and κ are constants with a1a2 − a0a3 6= 0 and κ 6= 0,
is normalized.

From the knowledge of the equivalence groupoid G∼, one can check by inspection
whether or not the class under study is normalized (in the usual sense). It is
true when the transformational part ϕ of each admissible transformation does
not depend on the fixed initial value θ of the arbitrary element tuple, and is
hence appropriate for an arbitrary initial value of the arbitrary element tuple.
Furthermore, the prolongation of ϕ to the space (x, u(p)) and the further extension
to the arbitrary elements according to the relation between the arbitrary elements
θ and θ̃ give a point transformation in the joint space with local coordinates
(x, u(p), θ), see [5]. If the class L|S is normalized, then the projection of the
equivalence algebra of this class contains the linear span of the the maximal Lie
invariance algebras of equations from the class L|S .

Definition 3.10. A class of differential equation L|S is called semi-normalized
if its equivalence groupoid G∼ is induced by transformations from its equivalence
group G∼ and maximal point symmetry groups Gθ of equations from this class,
i.e., for any triple (θ, θ̃, ϕ) ∈ G∼, ∃ T ∈ G∼ and ϕ1 ∈ Gθ such that θ̃ = T θ and
ϕ = T |(x,u) ◦ ϕ1.
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Example 3.10
The class of second order ordinary differential equations of the form (3.2) with
b(t) = 0 is semi-normalized. Its equivalence group G∼ consists of point transfor-
mations of the form (3.3) and (3.4) with Y 0 = 0.

Besides these two properties of the normalization, we define another useful prop-
erty in the group classification of differential equations : uniform semi-normali-
zation. The theory of uniform semi-normalization, which is new in group classifi-
cation, is developed in the papers that make up this thesis. Here we give only the
definition; the complete theory, together with the Theorem on splitting of symme-
try groups in uniformly semi-normalized classes, is presented in the paper [24].

Definition 3.11. Let G∼ and G∼ be the equivalence groupoid and the (usual)
equivalence group for the class L|S . Let for each θ ∈ S the point symmetry
group Gθ of the equation Lθ ∈ L|S contains a subgroup Nθ such that the family
NS = {Nθ | θ ∈ S} of all these subgroups satisfies the following properties :

1. T |(x,u) /∈ Nθ for any θ ∈ S and any nonidentity T ∈ G∼,

2. NT θ = T |(x,u)Nθ(T |(x,u))−1 for any θ ∈ S and any T ∈ G∼,

3. For any (θ1, θ2, ϕ) ∈ G∼ there exist ϕ1 ∈ Nθ1 , ϕ2 ∈ Nθ2 and T ∈ G∼ such
that θ2 = T θ1 and ϕ = ϕ2(T |(x,u))ϕ1,

where T |(x,u) denotes the restriction of T to the space with local coordinates (x, u).
Then the class L|S is called uniformly semi-normalized with respect to the sym-
metry-subgroup family NS .

We end this section by giving the relation between these three properties in
terms of point transformations. If we denote by N, USN and SN the set of normal-
ized, uniformly semi-normalized and semi-normalized classes, respectively, then
the following relation holds : N ⊂ USN ⊂ SN. From this relation we see that each
normalized class of differential equations is uniformily semi-normalized and semi-
normalized, and each uniformly semi-normalized class is semi-normalized. But
there are semi-normalized classes that are not uniformly semi-normalized. For
instance, the class of nonlinear diffusion equation of the form ut = (f(u)ux)x with
f 6= 0 is semi-normalized but not uniformly semi-normalized.
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Group classification problem

4.1 Formulation of the problem
The study of Lie symmetries of differential equations is in general quite complex.
It is relatively simple when one investigates an ordinary differential equation since
the symmetry analysis can be done by the use of Lie’s infinitesimal method. How-
ever, this method is not effective when arbitrary elements are involved, and for
this situation more advanced techniques are required. We will look at the group
classification problem for Schrödinger equations. That is, we will look for the pos-
sible symmetries that these equations may possess and classify them according to
the types of symmetries that are admitted. The solution of this problem is based
on the properties of point transformations that the class under study possesses as
well as their equivalence relations.

The group classification problem can be stated as follows : given a class of
differential equations L|S (in an appropriate jet space), find, for a given θ ∈ S,
all possible inequivalent extensions of the maximal Lie invariance algebra gθ to-
gether with all G∼-inequivalent families of the arbitrary element θ that satisfy the
condition gθ 6= g∩.

4.2 Methods to solve the problem of group
classification

Here, we list different cases that may occur when one attempts to solve the group
classification problem.

First of all, one finds, for the class L|S , the equivalence groupoid G∼ and the
equivalence group G∼ whose associated equivalence algebra is g∼. It is in this step

27
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that we will know if the class under study possesses the normalization property in
view of Section 3.4.

4.2.1 Infinitesimal Lie’s method and direct integration of
determining equations

For each system Lθ, θ fixed from the class L|S , a vector field X,

X = ξi(x, u)∂xi + ηa(x, u)∂ua ,

belongs to the algebra gθ if and only if it satisfies the infinitesimal Lie invariance
criterion, which is the essence of the infinitesimal Lie’s method, see Theorem 2.2.
This invariance criterion, applied to X, leads to the determining equations for the
coefficients of the symmetry vector fields in the algebra gθ associated with that
equation. This yields an overdetermined systems of linear homogeneous partial
differential equations which can then be solved. When the class under study has
a simple structure, possesses constant arbitrary elements or a single arbitrary ele-
ment, the determining equations for Lie symmetries of equations from the class L|S
can be solved by looking at the compatibility analysis and direct integration of these
equations (up to equivalence relations). This framework leads to an exhaustive
group classification for the class under study.

4.2.2 Algebraic method for group classification
For classes with a complex structure, the determining equations lead to overdeter-
mined systems which can be split into two parts : The first which involves arbitrary
elements and the second without arbitrary elements. Those which do not involve
the arbitrary elements are integrated immediately and give the components of
the symmetry vector fields from gθ. The remaining equations, those containing
arbitrary elements, which we refer to as the classifying equations, constitute the
essential part of the group classification of the class L|S . They are investigated
in order to obtain Lie symmetry extensions for the kernel invariance algebra g∩

(which is obtained by varying the arbitrary elements and further splitting the
classifying equations with respect to various powers of the arbitrary element θ).

A deeper analysis of the classifying equations depends upon whether the class
L|S is normalized or not. If the class is normalized then the maximal Lie symmetry
extensions gθ of the kernel invariance algebra g∩ are obtained via the classification
of subalgebras of the equivalence algebra, whose projections to the space of inde-
pendent and dependent variables (x, u) coincide with the maximal Lie invariance
algebras of systems from the class L|S [24]. This process reduces the group classi-
fication problem to the algebraic problem of classifying inequivalent subalgebras of
the equivalence algebra g∼. In this case, for each system Lθ with a fixed arbitrary
element θ, the solution space of the determining equations is associated with a Lie
algebra of vector fields gθ, and gθ is contained in the linear span g〈 〉 :

∑
V gθ when

θ varies. The subalgebras of this linear span are called appropriate subalgebras
and they contain the kernel invariance algebra g∩. This technique for solving the
problem of group classification is referred to as the algebraic method. If the class
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under consideration is uniformly semi-normalized, it follows from Definition 3.11
that the linear span g〈 〉 has a representation of the form

g〈 〉 = gess
〈 〉 ∈ glin

〈 〉 ,

where gess
〈 〉 and glin

〈 〉 are a subalgebra and an ideal of g〈 〉, respectively. It follows
from this representation that the kernel algebra g∩ is an ideal in gess

〈 〉 and in the
whole algebra g〈 〉. The form of the algebra g〈 〉 given in such a way induces a
similar form of the representation of the maximal Lie invariance algebra gθ,

gθ = gess
θ ∈ glin

θ

where gess
θ : = gθ ∩ gess

〈 〉 and glin
θ : = gθ ∩ glin

〈 〉 are a finite-dimensional subalgebra
and an infinite-dimensional abelian ideal of gθ, respectively.

Definition 4.1. The algebra gess
θ with gess

θ := gθ ∩ gess
〈 〉 is called the essential

invariance algebra corresponding to the system Lθ of the class L|S .

In this case, the algebra glin
θ (resp. glin

〈 〉 ) is considered as the trivial part and
the problem of group classification for the class L|S reduces to the classification of
appropriate subalgebras of the algebra gess

θ up to the equivalence relation generated
by the action of πG∼.

We close the group classification for normalized classes with the following
assertion :

Corollary 4.1. If the class L|S is normalized in the usual sense then the kernel
algebra g∩ is an ideal of the maximal Lie algebra gθ for each θ ∈ S.

For the proof see [4]. It was shown there that, in general, the kernel invariance
algebra g∩ is not necessarily an ideal of the maximal Lie invariance algebra gθ. This
was illustrated by considering the class of (1+1)-dimensional non-linear diffusion
equation, ut = (F (u)ux)x with F 6= 0, where the algebras g∩ and gθ associated
with F = u4/3 are g∩ = 〈∂t, ∂x, 2t∂t + x∂x〉 and gθ = 〈∂t, ∂x, 2t∂t + x∂x, 4t∂t +
3u∂u, ∂x, x2t∂x − 3xu∂u〉, respectively. It is clear seen that [g∩, gθ] /∈ g∩ since
[∂x, x2t∂x − 3xu∂u] = 2x∂x − 3xu∂u /∈ g∩.

In contrast to normalized classes, the group classification of non-normalized
classes is done by partitioning the class into disjoint normalized subclasses and
then investigating each subclass separately. The solution set of inequivalent Lie
symmetry extensions together with their correspondingG∼-inequivalent families of
arbitrary elements is the union of all the lists obtained. Both normalized and non-
normalized classes are investigated in our thesis and Lie’s infinitesimal method,
the algebraic method and direct integrability are used.

4.3 Algorithm for solving the problem of group
classification

The solution of the problem of group classification of class of differential equa-
tion L|S requires several steps to reach completion. Here, we indicate the main
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steps for the complete solution of the group classification problem for Schrödinger
equations presented in our thesis.

• Using direct method find the equivalence groupoid G∼ of the class L|S .

• Construct the equivalence group G∼ of the class L|S and the equivalence
algebra g∼ corresponding to this group. This is the main step in the group
classification.

• Check the normalization property.

• For an equation Lθ with a fixed arbitrary element, find Lie symmetries from
the determining equations for this equation. Here we derive the maximal Lie
invariance algebra gθ, the kernel invariance Lie algebra g∩ and the classifying
equations for Lie symmetry extensions.

• Find all possible G∼-inequivalent values of families of the arbitrary elements
θ together with all inequivalent Lie symmetry extensions of the kernel in-
variance algebra, (i.e., the algebras gθ such that gθ 6= g∩).

Summarizing, the problem of group classification is completely solved when the
final group classification list contains all the possible inequivalent cases of exten-
sions, all equations from this list are mutually inequivalent with respect to the
transformations from the equivalence group G∼ (or the generalized equivalence
group G∼gen) and the Lie symmetry algebras that are obtained are really the max-
imal invariance algebras of the corresponding equations.
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Summary of the papers

Paper I : Algebraic method for group classification of (1+1)-dimen-
sional linear Schrödinger equations

We carry out the group classification of the class of (1+1)-dimensional linear
Schrödinger equations with complex potentials of the form

iψt + ψxx + V (t, x)ψ = 0,
where ψ is the complex-valued unknown function of the real variables t and x, and
V is the complex-valued smooth function of (t, x) interpreted as potential.

We find the equivalence groupoid G∼, the equivalence group G∼ and the equiv-
alence algebra g∼ of this class. We show that the class under study is uniformly
semi-normalized with respect to linear superposition of solutions. This allows us
to apply the algebraic method and reduce the group classification problem of linear
Schrödinger equations to the classification of low-dimensional appropriate subal-
gebras of the equivalence algebra of this class up to the equivalence relations. The
dimensional of any maximum Lie symmetry extension of an equation from the
above class is proved not to be greater than seven.

Splitting the classification cases with respect to two invariant integers results
in eight inequivalent families of potentials together with their corresponding in-
equivalent Lie symmetry extensions.
Paper II : Group classification of multidimensional linear
Schrödinger equations with the algebraic method
We consider the group classification problem for Schrödinger equations with com-
plex potentials in dimension (1 + n) with n > 2,

iψt + ∆ψ + V (t, x)ψ = 0,

31
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where ψ is the complex-valued unknown function of the variables t ∈ R and x ∈ Rn,
and the complex-valued smooth parameter-function V of (t, x) is interpreted as
potential.

We find the equivalence groupoid and the equivalence group of the given class
in closed form and then show that the class is uniformly semi-normalized. This
class admits the similar kernel invariance algebra g∩ as the corresponding class
investigated in Paper I. We proceed to the calculation of the maximal Lie invari-
ance algebra gV of the above Schrödinger equation for each fixed V . The algebra
gV may by essentially higher-dimensional than the algebras obtained in Paper I
for the case of (1+1) variables. Moreover, the structure of gV may be much more
complicated due to appearing rotations in higher-dimensional spaces.

We show that the span g〈 〉 =
∑
V gV is a Lie algebra and can be represented as

the semi-direct sum gess
〈 〉 ∈ glin

〈 〉 , where gess
〈 〉 and glin

〈 〉 are a subalgebra and an abelian
ideal of g〈 〉, respectively.

In order to find Lie symmetry extensions of the kernel invariance algebra g∩,
we apply the algebraic method and reduce the group classification problem to the
classification of certain low-dimensional subalgebras of the associated equivalence
algebra. An important role in the consideration is played by estimates of the
dimension of the essential Lie invariance algebra gess

V and its various parts for any
potential V . In particular,

dim gess
V 6

n(n+ 3)
2 + 5.

The group classification of linear Schrödinger equations in the (1+2)-dimensional
case is considered in more detail. For the exposition to be systematic, we then
introduce the three πG∼-invariant integers k1 ∈ {0, 1, 2}, k2 ∈ {0, 1} and k3 ∈
{0, 1, 2, 3}, respectively. Using these integers, we single out the classification cases
and obtain a complete classification of inequivalent Lie symmetry extensions for
(1+2)-dimensional linear Schrödinger equations with complex-valued potentials.

Paper III : Group classification of multidimensional nonlinear
Schrödinger equations

We study transformational properties for the class S of multidimensional nonlinear
Schrödinger equations,

iψt + ∆ψ + S(t, x, ρ)ψ = 0, Sρ 6= 0,

where t and x = (x1, . . . , xn) are real independent variables, ψ is the complex
dependent variable and ρ = |ψ|, and completely carry out the group classification
problem of the class V of (1+2)-dimensional Schrödinger equations with potentials
and modular nonlinearities of the form iψt + ∆ψ + f(ρ)ψ + V (t, x)ψ = 0, where
fρ 6= 0. We start by computing the equivalence groupoid and equivalence group of
the class S and show that this class is normalized. For a fixed equation from this
class we find the Lie symmetry properties of each equation and derive from this
the classifying equation as well as the kernel invariance algebra of the class S.

Specifying the form of S as S = f(ρ) +V (t, x) with fρ 6= 0, we obtain the class
V, whose the set of admissible transformations does not belong to its equivalence
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group, i.e., the class V is not normalized, which makes its group classification
more involved. To deal with this challenge, we partition the class V into the three
disjoint normalized subclasses V′, P0 and Pλ, conditioned by ρfρρ/fρ 6= λ ∀λ ∈ R,
f = σ ln ρ, and f = σρλ, respectively, where σ ∈ C \ {0} and λ ∈ R \ {0}.

From the knowledge of the equivalence groupoid and the equivalence group of
the class S we derive, successively, the equivalence groupoids and the equivalence
groups for the above restricted classes and show that each class is normalized.
This allows us to apply the algebraic method for group classification as developed
in [4] and reduce the group classification of each subclass to the classification of
subalgebras of the associated equivalence algebra. We show that the dimension
of the Lie symmetry group of any equation from each class is not greater than
n(n+ 3)/2 + 2, n(n+ 3)/2 + 3 and n(n+ 3)/2 + 4 for V′, P0 and Pλ, respectively.

The complete group classification of the class V is carried out for n = 2.
Splitting into different cases, we introduce three integers k1, k2 and k3 with
(k1, k2) ∈ {0, 1} and k3 ∈ {0, 1, 2} for V′, P0 and k1 ∈ {0, 1, 2, 3}, k2 ∈ {0, 1}
and k3 ∈ {0, 1, 2} for Pλ, that characterize the dimension of specific subspaces of
the corresponding maximal Lie invariance algebras. As a result, we obtain a com-
plete list of inequivalent Lie symmetry extensions together with the corresponding
families of potentials which is made by the union of the three obtained results lists
corresponding to each consideration.

Paper IV : Admissible transformations of Schrödinger equations with
variable mass and potentials

We study the admissible transformations in the class A of (1+1)-dimensional gen-
eralized nonlinear Schrodinger equations

iψt +G(t, x, ψ, ψ∗, ψx, ψ∗x)ψxx + F (t, x, ψ, ψ∗, ψx, ψ∗x) = 0, G 6= 0

where t and x are independent variables, ψ is the complex dependent variable of
t and x, F and G are smooth complex-valued functions of their arguments. Then
reduce this study to the class of linear Schrödinger equations with variable mass
and complex potentials.

We start by computing the equivalence groupoid of the wide generalized classH
of equations, iψt = H(t, x, ψ, ψ∗, ψx, ψ∗x, ψxx, ψ∗xx) with |Hψxx | 6= |Hψ∗xx |, where H
is a complex-valued smooth function of its arguments, which covers the class A,
and then find the equivalence groupoid and the equivalence group of the class A.
From this, we show that the class A is not normalized. We partition it with re-
spect to conditions G = −G∗ and G 6= −G∗ into two normalized classes, and
then investigate the equivalence groupoids and the equivalence groups of the nar-
rowed classes obtained by specifying the forms of the arbitrary functions G and
F using the equivalence groupoid of A. We continue this process until we reach
the class of (1+1)-dimensional linear Schrödinger equations with variable mass
and complex potentials singled out by G = 1/m(t, x) and F = V (t, x)ψ. Using
equivalence transformations of this class, we can gauge the arbitrary element G
to the canonical value, i.e., we can set the arbitrary element G to be equal to
one. Thus we obtain the class of (1+1)-dimensional linear Schrödinger equations
with constant mass equal to one and complex potentials, which is well studied in
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Paper 1. Therefore, the group classification of the class of Schrödinger equations
with variable mass and complex potentials can be reduced to the group classifica-
tion of (1+1)-dimensional linear Schrödinger equations with constant mass equal
to one and complex potentials.

Paper V : Equivalence groupoid for (1+2)-dimensional linear
Schrödinger equations with complex potentials

We compute the equivalence groupoid and the equivalence group of the class of
linear Schrödinger equations with complex potentials in dimension (1+2). From
the knowledge of these objects we show that this class is semi-normalized. More
specifically, any admissible transformations in this class is the composition of a
symmetry transformation of the initial equation and an equivalence transformation
of the class under study.
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We carry out the complete group classification of the class of (1+1)-dimensional
linear Schrödinger equations with complex-valued potentials. After introducing
the notion of uniformly semi-normalized classes of differential equations, we com-
pute the equivalence groupoid of the class under study and show that it is uni-
formly semi-normalized. More specifically, each admissible transformation in the
class is the composition of a linear superposition transformation of the corre-
sponding initial equation and an equivalence transformation of this class. This
allows us to apply the new version of the algebraic method based on uniform
semi-normalization and reduce the group classification of the class under study
to the classification of low-dimensional appropriate subalgebras of the associated
equivalence algebra. The partition into classification cases involves two integers
that characterize Lie symmetry extensions and are invariant with respect to equiv-
alence transformations.

1 Introduction
A standard assumption of quantum mechanics requires that the Hamiltonian of a
quantum system be Hermitian since this guarantees that the energy spectrum is
real and that the time evolution of the system is unitary and hence probability-
preserving [10]. For linear Shrödinger equations, this means that only equations
with real-valued potentials are considered to be physically relevant. Since the
above assumption is, unlike the other axioms of quantum mechanics, more mathe-
matical than physical, attempts at weakening or modifying the Hermitian property
of Hamiltonians have recently been made by looking at so-called PT -symmetric
Hamiltonians [9], [10], [25]. Here P is the space reflection (or parity) operator
and T is the time reversal operator. Some complex potentials are associated
with non-Hermitian PT -symmetric Hamiltonians. Non-Hermitian PT -symmetric
Hamiltonians have been used to describe (observable) phenomena in quantum me-
chanics, such as systems interacting with electromagnetic fields, dissipative pro-
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cesses such as radioactive decay, the ground state of Bose systems of hard spheres
and both bosonic and fermionic degrees of freedom. Other important applica-
tions of non-Hermitian PT -symmetric Hamiltonians are to be found in scattering
theory which include numerical investigations of various physical phenomena in op-
tics, condensed matter physics, scalar wave equations (acoustical scattering) and
Maxwell’s equations (electromagnetic scattering), in quasi-exactly solvable Hamil-
tonians, complex crystals and quantum field theory [9], [10], [25]. In general,
however, the physical interpretation of linear Schrödinger equations with complex
potentials is not completely clear.

The study of Lie symmetries of Schrödinger equations was begun in the early
1970’s after the revival of Lie’s classical methods (see for instance [33]). Lie sym-
metries of the free (1+3)-dimensional Schrödinger equations were first considered
in [27]. Therein it was suggested to call the essential part of the maximal Lie sym-
metry group of the free Schrödinger equation the Schrödinger group. In [28] it was
noted that the results of [27] could be extended directly to any number of space
variables, and the isomorphism of the Lie symmetry groups of the Schrödinger
equations of the n-dimensional harmonic oscillator and of the n-dimensional free
fall to the symmetry group for the (1+n)-dimensional free Schrödinger equation
was proved in [28], [29], [30]. This gave a hint for the construction of point trans-
formations connecting these equations. The problem of finding Lie symmetries of
(1+n)-dimensional linear Schrödinger equations with real-valued potentials was
considered in [11], [30]. In particular, in [30] the general “potential-independent”
form of point symmetry transformations of these equations was found under the
a priori assumption of fibre preservation. The classifying equation involving both
transformation components and the potential was derived and used to obtain an
upper bound of dimensions of Lie symmetry groups admitted by linear Schrödinger
equations. Then some static potentials of physical relevance were considered, in-
cluding the harmonic oscillator, the free fall, the inverse square potential, the
anisotropic harmonic oscillator and the time-dependent Kepler problem. The case
of arbitrary time-independent real-valued potential was studied in [11]. Although
it was claimed there that “the general solution and a complete list of such po-
tentials and their symmetry groups are then given for the cases n = 1, 2, 3”, it
is now considered that this list is not complete. Note that in the papers cited
above, phase translations and amplitude scalings were ignored, which makes cer-
tain points inconsistent.

Similar studies were carried out for the time-dependent Schrödinger equation
for the two-dimensional harmonic oscillator and for the two- and three-dimensional
hydrogen-like atom in [1], [2]. Closely related research on both first- and higher-
order symmetry operators of linear Schrödinger equations and separation variables
for such equations was initiated in the same time (see [24] and references therein).

After this “initial” stage of research into linear Schrödinger equations, the
study of Lie symmetries was extended to various nonlinear Schrödinger equa-
tions [17], [19], [21], [36], [37], [42]. However, the group classification of linear
Schrödinger equations with arbitrary complex-valued potentials still remains an
open problem.

Our philosophy is that symmetries underlie physical theories and that it is
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therefore reasonable to look for physically relevant models from a set of models
(with undetermined parameters) using symmetry criteria. The selection of possible
models is made first by solving the group classification problem for the (class of)
models at hand and then choosing a suitable model (or set of models) from the
list of models obtained in the classification procedure. This procedure consists
essentially of two parts: given a parameterized class of models, first determine the
symmetry group that is common for all models from the class and then describe
models admitting symmetry groups that are extensions of this common symmetry
group [33].

In this paper we carry out the group classification of (1+1)-dimensional linear
Schrödinger equations with complex-valued potentials, having the general form

iψt + ψxx + V (t, x)ψ = 0, (1)

where ψ is an unknown complex-valued function of two real independent variables t
and x and V is an arbitrary smooth complex-valued potential also depending on t
and x. To achieve this, we apply the algebraic method of group classification
(which we describe further on in this paper) and reduce the problem of the group
classification of the class (1) to the classification of appropriate subalgebras of the
associated equivalence algebra [6], [38]. In order to reduce the standard form of
Schrödinger equations to the form (1), we scale t and x and change the sign of V .
Note that the larger class of (1+1)-dimensional linear Schrödinger equations with
“real” variable mass m = m(t, x) 6= 0 can be mapped to the class (1) by a family of
point equivalence transformations in a way similar to that of gauging coefficients
in linear evolution equations, cf. [33], [39]. Hence the group classification of the
class (1) also provides the group classification of this larger class.

A particular feature of the above equations is that the independent variables
t, x, on the one hand, and the dependent variable ψ and arbitrary element V , on
the other hand, belong to different fields. This feature needs a delicate treatment
of objects involving ψ or V . It is possible to consider Schrödinger equations from a
“real perspective” by representing them as systems of two equations for the real and
the imaginary parts of ψ, but such a representation will only complicate the whole
discussion. The use of the absolute value and the argument of ψ instead of the real
and the imaginary parts is even less convenient since it leads to nonlinear systems
instead of linear ones. This is why we work with complex-valued functions. We
then need to formally extend the space of variables (t, x, ψ) with ψ∗ and the space
of the arbitrary element V with V ∗. Here and in what follows star denotes the
complex conjugate. In particular, we consider ψ∗ (resp. V ∗) as an argument for all
functions depending on ψ (resp. V ), including components of point transformations
and of vector fields. When we restrict a differential function of ψ to the solution set
of an equation from the class (1), we also take into account the complex conjugate
of the equation, that is −iψ∗t + ψ∗xx + V ∗(t, x)ψ∗ = 0. However, it is sufficient to
test invariance and equivalence conditions only for the original equations since the
results of this testing will be the same for their complex conjugate counterparts.
Presenting point transformations, we omit the transformation components for ψ∗
and V ∗ since they are obtained by conjugating those for ψ and V .

The structure of this paper is the following: In Section 2 we describe the general
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framework of the group classification of classes of differential equations. We define
various objects related to point transformations and discuss their properties. In
Section 3 we extend the algebraic method of group classification to uniformly semi-
normalized classes of differential equations. We compute the equivalence groupoid,
the equivalence group and the equivalence algebra of the class (1) in Section 4.
It turns out that the class (1) has rather good transformational properties: it is
uniformly semi-normalized with respect to linear superposition of solutions. In
Section 5 we then analyze the determining equations for the Lie symmetries of
equations from the class (1), find the kernel Lie invariance algebra of this class
and single out the classifying condition for admissible Lie symmetry extensions.
In Section 6 we study properties of appropriate subalgebras of the equivalence
algebra, classify them and complete the group classification of the class (1). In
Section 7 we illustrate the advantages of the algebraic method of group classifica-
tion by performing the group classification of the class (1) in a different way. The
group classification of (1+1)-dimensional linear Schrödinger equations with real
potentials is presented in Section 8. In the final section we summarize results of
the paper.

2 Group classification in classes of differential
equations

In this section we give the definitions and notation needed for the group classifi-
cation of differential equations. For more details see [6], [33] [38].

We begin with a definition of the notion of class of differential equations. Let
Lθ be a system

L(x, u(p), θ(q)(x, u(p))) = 0

of l differential equations L1 = 0,. . . , Ll = 0 parameterized by a tuple of arbitrary
elements θ(x, u(p)) = (θ1(x, u(p)), . . . , θk(x, u(p))), where x = (x1, . . . , xn) is the
tuple of independent variables and u(p) is the set of the dependent variables u =
(u1, . . . , um) together with all derivatives of u with respect to x of order less than
or equal to p. The symbol θ(q) stands for the set of partial derivatives of θ of
order less than or equal to q with respect to the variables x and u(p). The tuple
of arbitrary elements θ runs through the set S of solutions of an auxiliary system
of differential equations S(x, u(p), θ(q′)(x, u(p))) = 0 and differential inequalities
Σ(x, u(p), θ(q′)(x, u(p))) 6= 0 (other kinds of inequalities may also appear here), in
which both x and u(p) play the role of independent variables and S and Σ are
tuples of smooth functions depending on x, u(p) and θ(q′). The set {Lθ | θ ∈ S} =:
L|S is called a class (of systems) of differential equations that is defined by the
parameterized form of systems Lθ and the set S run by the arbitrary elements θ.

Thus, for the class (1) we have two partial differential equations (including the
complex conjugate equation) for two (formally unrelated) dependent variables ψ
and ψ∗ of two independent variables t and x, and two (formally unrelated) arbi-
trary elements θ = (V, V ∗), which depend only on t and x. Therefore, the auxiliary
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system for the arbitrary elements of the class (1) is

Vψ = Vψ∗ = Vψt = Vψ∗t = Vψx = Vψ∗x = 0,
Vψtx = Vψ∗tx = Vψtt = Vψ∗tt = Vψxx = Vψ∗xx = 0,
V ∗ψ = V ∗ψ∗ = V ∗ψt = V ∗ψ∗t = V ∗ψx = V ∗ψ∗x = 0,
V ∗ψtx = V ∗ψ∗tx = V ∗ψtt = V ∗ψ∗tt = V ∗ψxx = V ∗ψ∗xx = 0.

For a class of differential equations L|S , there are objects of various structures
that consist of point transformations related to this class. Let Lθ and Lθ̃ be
systems belonging to L|S . We denote by T(θ, θ̃) the set of point transformations
in the space of the variables (x, u) that map Lθ to Lθ̃.

An admissible transformation of the class L|S is a triple (θ, θ̃, ϕ) consisting of
two arbitrary elements θ, θ̃ ∈ S such that T(θ, θ̃) 6= ∅ and a point transformation
ϕ ∈ T(θ, θ̃). The set of all admissible transformations of the class L|S ,

G∼ = G∼(L|S) := {(θ, θ̃, ϕ) | θ, θ̃ ∈ S, ϕ ∈ T(θ, θ̃)},

has the structure of a groupoid: for any θ ∈ S the triple (θ, θ, id), where id is
the identity point transformation, is an element of G∼, every (θ, θ̃, ϕ) ∈ G∼ is
invertible and G∼ is closed under composition. This is why the set G∼ is called
the equivalence groupoid of the class L|S .

The (usual) equivalence (pseudo)group G∼ = G∼(L|S) of the class L|S is de-
fined as being the set of point transformations in the joint space of independent
and dependent variables, their derivatives and arbitrary elements with local coor-
dinates (x, u(p), θ) that are projectable to the space of (x, u(p′)) for any 0 6 p′ 6 p,
preserve the contact structure on the space with local coordinates (x, u(p)), and
map every system from the class L|S to a system from the same class. Elements
of the group G∼ are called equivalence transformations. This definition includes
two fundamental conditions for general equivalence transformations: the preser-
vation of the class L|S and the preservation of the contact structure on the space
with local coordinates (x, u(p)). The conditions of projectability and locality with
respect to arbitrary elements can be weakened, and this leads to various general-
izations of the notion of equivalence group (see [38]). Note that each equivalence
transformation T ∈ G∼ generates a family of admissible transformations from G∼,
G∼ 3 T → {(θ, T θ, T |(x,u)) | θ ∈ S} ⊂ G∼, where T |(x,u) is the restriction of T
to the space of (x, u). For a generalized equivalence group, the restriction of T is
made after fixing a value of θ, which can be denoted as T θ|(x,u).

The equivalence group of a subclass L|S′ , S ′ ⊂ S, of the class L|S is called
a conditional equivalence group of the class L|S that is associated with the sub-
class L|S′ . A useful way of describing the equivalence groupoid G∼ is to classify
maximal conditional equivalence groups of the class L|S up to G∼-equivalence
and then to classify (up to an appropriate conditional equivalence) the admissible
transformations that are not generated by conditional equivalence transformations
(see [38] for more details).

The equivalence algebra g∼ = g∼(L|S) of the class L|S is defined as the set of
generators of one-parameter groups of equivalence transformations of the class L|S .
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These generators are vector fields in the space of (x, u(p), θ), that are projectable
to the space of (x, u(p′)) for any 0 6 p′ 6 p and whose projections to the space of
(x, u(p)) are the pth order prolongations of the corresponding projections to the
space of (x, u).

The maximal point symmetry (pseudo)group Gθ of the system Lθ (for a fixed
θ ∈ S) is a (pseudo)group of transformations that act in the space of independent
and dependent variables that preserve the solution set of the system Lθ. Each
Gθ can be interpreted as a vertex group of the equivalence groupoid G∼. The
intersection G∩ = G∩(L|S) :=

⋂
θ∈S Gθ of all Gθ, θ ∈ S, is called the kernel of the

maximal point symmetry groups of systems from L|S .
The vector fields in the space of (x, u) generating one-parameter subgroups of

the maximal point symmetry group Gθ of the system Lθ form a Lie algebra gθ with
the Lie bracket defined by commutators of vector fields. It is called the maximal
Lie invariance algebra of Lθ. The kernel invariance algebra of the class L|S is the
intersection g∩ = g∩(L|S) :=

⋂
θ∈S gθ of the algebras gθ, θ ∈ S.

The classical group classification problem for the class L|S is to list all G∼-
inequivalent values of θ ∈ S for which the corresponding maximal Lie invariance
algebras, gθ, are larger than the kernel invariance algebra g∩. There may be
additional point equivalences between the cases obtained in this way and these
additional equivalences have then to be incorporated into the results. This solves
the group classification problem for the class L|S up to G∼-equivalence.

Summing up, objects to be found in the course of group classification of the
class L|S include the equivalence groupoid G∼, the equivalence group G∼, the
equivalence algebra g∼, the kernel invariance algebra g∩ and a complete list of
G∼-inequivalent (resp. G∼-inequivalent) values of θ with the corresponding Lie
symmetry extensions of g∩. Additional point equivalences between classification
cases can be computed directly via looking for pairs of cases with similar Lie
invariance algebras (if two systems are equivalent under an invertible point trans-
formation, then their Lie symmetry algebras are isomorphic). Therefore, the con-
struction of the equivalence groupoid G∼ can be excluded from the procedure of
group classification if this groupoid is of complicated structure, e.g., due to the
involved hierarchy of maximal conditional equivalence groups of the class L|S .

The classical way of performing a group classification of a class L|S is to use the
infinitesimal invariance criterion [31], [33]: under an appropriate nondegeneracy
condition for the system Lθ ∈ L|S , a vector field Q = ξj(x, u)∂xj + ηa(x, u)∂ua
belongs to the maximal Lie invariance algebra gθ of Lθ if and only if the condition

Q(p)L(x, u(p), θ(q)(x, u(p))) = 0,

holds on the manifold Lpθ defined by the system Lθ together with its differential
consequences in the jet space J (p). Here the indices j and a run from 1 to n
and from 1 to m, respectively, and we use the summation convention for repeated
indices. Q(p) denotes the standard pth prolongation of the vector field Q,

Q(p) = Q+
∑

0<|α|6p

(
Dα1

1 · · ·Dαn
n

(
ηa − ξjuaj

)
+ ξjuaα+δj

)
∂uaα .
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The tuple α = (α1, . . . , αn) is a multiindex, αj ∈ N∪0, |α| := α1+· · ·+αn, and δj is
the multiindex whose ith entry equals 1 and whose other entries are zero. The vari-
able uaα of the jet space J (p) is identified with the derivative ∂|α|ua/∂xα1

1 . . . ∂xαnn .
Dj = ∂j + uaα+δj∂uaα is the total derivative operator with respect to the variable
xj .

The infinitesimal invariance criterion yields the system of determining equa-
tions for the components of the generators of the one-parameter Lie symmetry
groups of systems from the class L|S , where the arbitrary elements θ play the
role of parameters. Integrating those determining equations that do not involve
arbitrary elements gives a preliminary form of the generator components, and one
must then solve the remaining equations. The solution of these remaining equa-
tions depends on the values of the arbitrary elements. We call these equations the
classifying equations for the class L|S .

In order to find the kernel invariance algebra g∩, one must first split the de-
termining equations with respect to parametric derivatives of arbitrary elements
and of dependent variables and then solve the system obtained.

Finding Lie symmetry extensions of the kernel Lie algebra depends on an anal-
ysis of the classifying equations. This part of solving the group classification
problem is intricate and various techniques are used to obtain the solution. There
are two main approaches. If the class considered has a simple structure (for exam-
ple, when arbitrary elements are constants or are functions of just one argument),
then the techniques used rely on the study of the compatibility of the classifying
equations and their direct solution with respect to both the components of Lie
symmetry generators and the arbitrary elements (up to the equivalence defined
by the equivalence group). See, for instance, [8], [33], [40], [41] and the refer-
ences given there. For more complicated classes, the direct approach seems to be
irrelevant, and more advanced algebraic techniques need to be used.

3 Uniformly semi-normalized classes
In the most general setting, the main point of the algebraic approach to group
classification is to classify (up to certain equivalence relation induced by point
transformations between systems belonging to the class L|S under study) certain
Lie algebras of vector fields related to these systems. The key problem is to select
sets of vector fields to be classified and the equivalence relation to be used in this
classification [6]. For the application of the algebraic method to be effective, the
selected objects have to satisfy certain consistency conditions which then require
particular properties of the equivalence groupoid G∼ of L|S . To this end, we begin
with some definitions which enable us to formulate our approach.

We say that the class L|S is normalized if its equivalence groupoid G∼ is gen-
erated by its equivalence group G∼. We say that it is semi-normalized if the
equivalence groupoid G∼ is generated by transformations from G∼ and point sym-
metry transformations of the corresponding source or target systems. It is clear
that any normalized class of differential equations is semi-normalized. Normalized
classes are especially convenient when one applies the algebraic method of group
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classification. If the class L|S is normalized, then the Lie symmetry extensions
of its kernel invariance algebra are obtained via the classification of appropriate
subalgebras of the equivalence algebra whose projections onto the space with local
coordinates (x, u) coincide with the maximal Lie invariance algebras of systems
from L|S . The property of semi-normalization is useful for determining equiva-
lences between Lie symmetry extensions but not for finding such extensions. For
rigorous definitions and more details, we refer the reader to [6], [38].

Classes of differential equations that are not normalized but have stronger
normalization properties than semi-normalization often appear in physical appli-
cations. This is why it is important to weaken the normalization property in such
a way that still allows us to apply group classification techniques analogous to
those developed for normalized classes.

Definition I.1. Given a class of differential equations L|S with the equivalence
groupoid G∼ and the (usual) equivalence group G∼,1 suppose that for each θ ∈ S
the point symmetry group Gθ of the system Lθ ∈ L|S contains a subgroup Nθ such
that the family NS = {Nθ | θ ∈ S} of all these subgroups satisfies the following
properties:

1. T |(x,u) /∈ Nθ for any θ ∈ S and any T ∈ G∼ with T 6= id.

2. NT θ = T |(x,u)Nθ(T |(x,u))−1 for any θ ∈ S and any T ∈ G∼.

3. For any (θ1, θ2, ϕ) ∈ G∼ there exist ϕ1 ∈ Nθ1 , ϕ2 ∈ Nθ2 and T ∈ G∼ such
that θ2 = T θ1 and ϕ = ϕ2(T |(x,u))ϕ1.

Here T |(x,u) denotes the restriction of T to the space with local coordinates (x, u).
We then say that the class of differential equations L|S is uniformly semi-normali-
zed with respect to the symmetry-subgroup family NS .

The qualification “uniformly” is justified by the fact that in practically rele-
vant examples of such classes all the subgroups Nθ’s are isomorphic or at least of
a similar structure (in particular, of the same dimension). The first property in
Definition I.1 means that the intersection of each subgroup Nθ with the restric-
tion of G∼ to the space of (x, u) is just the identity transformation. The second
property can be interpreted as equivariance of equivalence transformations with
respect to NS . The third property means, essentially, that the entire equivalence
groupoid G∼ is generated by equivalence transformations and transformations from
uniform point symmetry groups. One of the symmetry transformations ϕ1 or ϕ2

in the last property may be taken to be the identity.
Each normalized class of differential equations is uniformly semi-normalized

with respect to the trivial family NS , where for each θ the group Nθ consists
of just the identity transformation. It is also obvious that each uniformly semi-
normalized class is semi-normalized. At the same time, there exist semi-normalized
classes that are not uniformly semi-normalized. A simple example of such a class is
given by the class ND of nonlinear diffusion equations of the form ut = (f(u)ux)x

1A subgroup of the equivalence group can be considered here instead of the entire group.
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with fu 6= 0, which is a classic example in the group analysis of differential equa-
tions [32], [33]. Such equations with special power nonlinearities of the form
f = c1(u + c0)−4/3 have singular symmetry properties within the class ND. This
fact does not allow the class ND to be normalized, although it is semi-normalized.
The elements from G∼(ND) that are not generated by elements of G∼(ND) are
given by the equivalence transformations of equations with the above power non-
linearities that are composed with conformal symmetry transformations of these
equations. The nonlinear diffusion equation with f = c1(u + c0)−4/3 admits the
conformal symmetry group with infinitesimal generator x2∂x − 3x(u+ c0)∂u, but
this is not a normal subgroup of the point symmetry group of the equation.

The following result, which we call the theorem on splitting symmetry groups
in uniformly semi-normalized classes, provides a theoretical basis for the algebraic
method of group classification of such classes.

Theorem I.1. Let a class of differential equations L|S be uniformly semi-norma-
lized with respect to a symmetry-subgroup family NS = {Nθ | θ ∈ S}. Then for
each θ ∈ S the point symmetry group Gθ of the system Lθ ∈ L|S splits over Nθ.
More specifically, Nθ is a normal subgroup of Gθ, Gess

θ = G∼|(x,u) ∩ Gθ is a
subgroup of Gθ, and the group Gθ is the semidirect product of Gess

θ acting on Nθ,
Gθ = Gess

θ n Nθ. Here G∼|(x,u) denotes the restriction of G∼ to the space with
local coordinates (x, u), G∼|(x,u) = {T |(x,u) | T ∈ G∼}.

Proof. We fix an arbitrary θ ∈ S and take an arbitrary ϕ ∈ Gθ. Then (θ, θ, ϕ) ∈
G∼ and, by the third property in Definition I.1, the transformation ϕ admits the
factorization ϕ = T |(x,u)ϕ

1 for some T ∈ G∼ and some ϕ1 ∈ Nθ. The element Nθ
of the family NS is a subgroup of Gθ, Nθ < Gθ and hence the transformation
ϕ0 := T |(x,u) = ϕ(ϕ1)−1 also belongs to Gθ, and consequently to G∼|(x,u) ∩Gθ =:
Gess
θ , which is a subgroup of Gθ as it is the intersection of two groups. From this, it

follows that for any ϕ ∈ Gθ we have the representation ϕ = ϕ0ϕ1, where ϕ0 ∈ Gess
θ

and ϕ1 ∈ Nθ.
The first property of Definition I.1 means that the intersection of G∼|(x,u) and

Nθ consists of just the identity transformation so that the intersection Gess
θ ∩Nθ

contains only the identity transformation.
For an arbitrary ϕ ∈ Gθ and an arbitrary ϕ̃ ∈ Nθ, we consider the composition

ϕϕ̃ϕ−1. As an element of Gθ, the transformation ϕ admits the factorization ϕ =
ϕ0ϕ1 with some ϕ0 ∈ Gess

θ and some ϕ1 ∈ Nθ. Since Gess
θ < G∼|(x,u), there exists

a T ∈ G∼ such that T θ = θ and ϕ0 = T |(x,u). By property 2 of Definition I.1, we
obtain Nθ = ϕ0Nθ(ϕ0)−1. Hence the composition ϕϕ̃ϕ−1 = ϕ0ϕ1ϕ̃(ϕ1)−1(ϕ0)−1

belongs to Nθ. Thus we have that Nθ is a normal subgroup of Gθ, Nθ CGθ, and
so Gθ = Gess

θ nNθ.

The members of the family NS = {Nθ | θ ∈ S} are called uniform point
symmetry groups of the equations from the class L|S , and the subgroup Gess

θ is
called the essential point symmetry group of the system Lθ associated with the
uniform point symmetry group Nθ. The knowledge of a family of uniform point
symmetry groups trivializes them in the following sense: since Gθ splits over Nθ
for each θ, then we only need to find the subgroup Gess

θ in order to construct Gθ.
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The infinitesimal version of Theorem I.1 may be called the theorem on splitting
invariance algebras in uniformly semi-normalized classes. This version follows
immediately from Theorem I.1 if we replace the groups with the corresponding
algebras of generators of the one-parameter subgroups of these groups.

Theorem I.2. Suppose that a class of differential equations L|S is uniformly semi-
normalized with respect to a family of symmetry subgroups NS = {Nθ | θ ∈ S}.
Then for each θ ∈ S the Lie algebras gess

θ and nθ that are associated with the
groups Gess

θ and Nθ are, respectively, a subalgebra and an ideal of the maximal
Lie invariance algebra gθ of the system Lθ ∈ L|S . Moreover, the algebra gθ is the
semi-direct sum gθ = gess

θ ∈ nθ, and gess
θ = g∼|(x,u) ∩ gθ, where g∼|(x,u) denotes the

restriction of g∼ to the space with local coordinates (x, u).

The group classification problem for a uniformly semi-normalized class L|S is
solved in the following way: when computing the equivalence groupoid G∼ and
analyzing its structure, we construct a family of uniform point symmetry groups
NS = {Nθ | θ ∈ S}, which then establishes the uniformly semi-normalization of
the class L|S and yields the corresponding uniform Lie invariance algebras nθ’s.
The subgroup Gess

θ = G∼|(x,u) ∩Gθ and the subalgebra gess
θ = g∼|(x,u) ∩ gθ which

are the complements of Nθ and nθ respectively, are in general not known on this
step. By Theorem I.2, we have for each θ ∈ S that the maximal Lie invariance
algebra gθ of the system Lθ is given by the semi-direct sum gθ = gess

θ ∈nθ. Essential
Lie invariance algebras are subalgebras of g∼|(x,u) and are mapped onto each
other by the pushforwards of restrictions of equivalence transformations: gess

T θ =
(T |(x,u))∗gess

θ . Consequently, the group classification of the class L|S reduces to
the classification of appropriate subalgebras of g∼|(x,u) or, equivalently, of the
equivalence algebra g∼ itself.

An important case of uniformly semi-normalized classes, which is relevant to
the present paper, is given by classes of homogeneous linear systems of differential
equations.

Consider a normalized class Linh|Sinh of (generally) inhomogeneous linear sys-
tems of differential equations Linh

θ,ζ ’s of the form L(x, u(p), θ(q)(x)) = ζ(x), where θ
is a tuple of arbitrary elements parameterizing the homogeneous linear left hand
side and depending only on x and the right hand side ζ is a tuple of arbitrary
functions of x. Suppose that the class Linh|Sinh also satisfies the following condi-
tions:

• Each system from Linh|Sinh is locally solvable.
• The zero function is the only common solution of the homogeneous systems

from Linh|Sinh .
• Restrictions of elements of the equivalence group G∼inh = G∼(Linh|Sinh) to

the space of (x, u) are fibre-preserving transformations whose components
for u are affine in u, that is they are of the form

x̃j = Xj(x), ũa = Mab(x)(ub + hb(x)),

where det(Xj
xj′

) 6= 0 and det(Mab) 6= 0.
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Here the indices j and j′ run from 1 to n and the indices a and b run from 1 to
m. The functions Xj ’s and Mab ’s may satisfy additional constraints but the ha ’s
are arbitrary smooth functions of x.

Any system Lθζ from the class Linh|Sinh is mapped to the associated homoge-
neous system Lθ0 by the equivalence transformation

T (ζ) : x̃j = xj , ũa = ua + ha(x), θ̃ = θ, ζ̃ = ζ −L(x, h(p)(x), θ(q)(x)),

where h = (h1, . . . , hm) is a solution of Lθζ . In other words, the class Linh|Sinh is
mapped, by the family {Tθζ} of equivalence transformations that are nonlocally
parameterized by the arbitrary elements θ’s and ζ’s to the corresponding class
Lhmg|Shmg of homogeneous systems. The transformations from the equivalence
group G∼inh with (x, u)-components x̃j = xj , ũa = ua + ha(x), where the ha ’s run
through the set of smooth functions of x, constitute a normal subgroup N∼inh of
this group. Furthermore, G∼inh splits over N∼inh since G∼inh = H∼inh n N∼inh, where
H∼inh is the subgroup of G∼inh consisting of those elements with ha = 0. The
restriction of H∼inh to the space with local coordinates (x, u, θ) coincides with the
equivalence group G∼hmg of the class Lhmg|Shmg . The equivalence groupoid G∼hmg of
this class can be considered as the subgroupoid of the equivalence groupoid G∼inh of
the class Linh|Sinh that is singled out by the constraints ζ = 0, ζ̃ = 0 for the source
and target systems of admissible transformations, respectively. For each relevant
transformational part, the tuple of parameter-functions h is an arbitrary solution
of the corresponding source system. The systems Lθζ and Lθ̃ζ̃ are G∼inh-equivalent
if and only if their homogeneous counterparts Lθ0 and Lθ̃0 are G∼hmg-equivalent.
Thus the group classification of systems from the class Linh|Sinh reduces to the
group classification of systems from the class Lhmg|Shmg .

For each θ ∈ Shmg we denote by Glin
θ0 the subgroup of the point symmetry

group Gθ0 of Lθ0 that consists of the linear superposition transformations:

x̃j = xj , ũa = ua + ha(x),

where the tuple h is a solution of Lθ0. The family Nlin = {Glin
θ0 | θ ∈ Shmg} of

all these subgroups satisfies the properties of Definition I.1. Therefore, the class
Lhmg|Shmg is uniformly semi-normalized with respect to the family Nlin. We call
this kind of semi-normalization, which is characteristic for classes of homogeneous
linear systems of differential equations, uniform semi-normalization with respect
to linear superposition of solutions. By Theorem I.1, for each θ ∈ Shmg the
group Gθ0 splits over Glin

θ0 , and Gθ0 = Gess
θ0 nGlin

θ0 , where Gess
θ0 = G∼hmg|(x,u) ∩Gθ0.

By Theorem I.2, the splitting of the point symmetry group induces a splitting
of the corresponding maximal Lie invariance algebra: gθ0 = gess

θ0 ∈ glin
θ0 , where

gess
θ0 is the essential Lie invariance algebra of Lθ0, gess

θ0 = g∼hmg|(x,u) ∩ gθ0, and
the ideal glin

θ0 , being the trivial part of gθ0, consists of vector fields generating
one-parameter symmetry groups of linear superposition of solutions. Thus, the
group classification problem for the class Lhmg|Shmg reduces to the classification
of appropriate subalgebras of the equivalence algebra g∼hmg of this class. The
qualification “appropriate” means that the restrictions of these subalgebras to the
space of (x, u) are essential Lie invariance algebras of systems from Lhmg|Shmg .
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For a class Lhmg|Shmg of linear homogeneous systems of differential equations
that is uniformly semi-normalized with respect to the linear superposition of so-
lutions, it is not necessary to start by considering the associated normalized su-
perclass Linh|Sinh of generally inhomogeneous linear systems. The class Lhmg|Shmg

itself can be the starting point of the analysis. In order to get directly its uniform
semi-normalization, we need to suppose the following properties of Lhmg|Shmg ,
which are counterparts of the above properties of Lhmg|Shmg :

• Each system from Lhmg|Shmg is locally solvable.

• The zero function is the only common solution of systems from Lhmg|Shmg .

• For any admissible transformation (θ1, θ2, ϕ) ∈ G∼hmg, its transformational
part ϕ is of the form x̃j = Xj(x), ũa = Mab(x)(ub + hb(x)), where h =
(h1, . . . , hm) is a solution of Lθ10, det(Xj

xj′
) 6= 0 and det(Mab) 6= 0. The

functions Xj ’s and Mab ’s may satisfy only additional constraints that do
not depend on both θ1 and θ2.

The class (1) of linear Schrödinger equations fits very well into the framework
which we use in the present paper to solve the group classification problem for this
class.
Remark I.1. There exist classes of homogeneous linear systems of differential equa-
tions that are uniformly semi-normalized with respect to symmetry-subgroup fam-
ilies different from the corresponding families of subgroups of linear superposition
transformations. See Corollary I.9 below.
Remark I.2. A technique similar to factoring out uniform Lie invariance algebras
can be applied to kernel invariance algebras in the course of group classification
of some normalized classes using the algebraic method. It is well known that
for any class of differential equations L|S the kernel G∩ of the maximal point
symmetry groups Gθ’s of systems Lθ’s from L|S is a normal subgroup of the
restriction G∼|(x,u) of the (usual) equivalence group G∼ of L|S to the space with
local coordinates (x, u), G∩ C G∼|(x,u). Analogues of this result can be found
in the references [5, Proposition 3], [23, p. 52, Proposition 3.3.9], [34] and [33,
Section II.6.5]. Furthermore, if the class L|S is normalized, then the kernel G∩
is a normal subgroup of each Gθ, G∩ C Gθ, θ ∈ S [5, Corollary 2]. However, the
groups G∼|(x,u) and Gθ’s do not in general split over G∩ even if the class L|S
is normalized. Similar assertions for the associated algebras are also true. See,
in particular, Remark 9 and the subsequent subalgebra classification in [6] for a
physically relevant example. Thus, the splitting of G∼ over G∩ does not follow
from the normalization of L|S and is an additional requirement for the kernel
invariance algebra g∩ to be factored out when the group classification of L|S is
carried out.

4 Equivalence groupoid
In this section we find the equivalence groupoid G∼ and the complete equivalence
groupG∼ of the class (1) in finite form (that is, not using the infinitesimal method).



54 Paper I

In the following LV denotes the Schrödinger equation from the class (1) with
potential V = V (t, x). We look for all (locally) invertible point transformations of
the form

t̃ = T (t, x, ψ, ψ∗), x̃ = X(t, x, ψ, ψ∗),
ψ̃ = Ψ(t, x, ψ, ψ∗), ψ̃∗ = Ψ∗(t, x, ψ, ψ∗)

(2)

(that is, dT ∧dX ∧dΨ∧dΨ∗ 6= 0) that map a fixed equation LV from the class (1)
to an equation LṼ : iψ̃t̃ + ψ̃x̃x̃ + Ṽ ψ̃ = 0 of the same class.

In the rest of this paper, we use the following notation: for any given complex
number β

β̂ = β if Tt > 0 and β̂ = β∗ if Tt < 0.

Theorem I.3. The equivalence groupoid G∼ of the class (1) consists of triples of
the form (V, Ṽ , ϕ), where ϕ is a point transformation acting on the space with local
coordinates (t, x, ψ) and given by

t̃ = T, x̃ = ε|Tt|1/2x+X0, (3a)

ψ̃ = exp
(
i

8
Ttt
|Tt|

x2 + i

2
εε′X0

t

|Tt|1/2 x+ iΣ + Υ
)

(ψ̂ + Φ̂), (3b)

V is an arbitrary potential and the transformed potential Ṽ is related to V by the
equation

Ṽ = V̂

|Tt|
+ 2TtttTt − 3T 2

tt

16ε′T 3
t

x2 + εε′

2|Tt|1/2

(
X0
t

Tt

)
t

x

− iTtt + (X0
t )2

4T 2
t

+ Σt − iΥt

Tt
,

(3c)

T = T (t), X0 = X0(t), Σ = Σ(t) and Υ = Υ(t) are arbitrary smooth real-valued
functions of t with Tt 6= 0 and Φ = Φ(t, x) denotes an arbitrary solution of the
initial equation. ε = ±1 and ε′ = sgnTt.

Proof. The class (1) is a subclass of the class of generalized Schrödinger equations
of the form iψt+ψxx+F = 0, where ψ is a complex dependent variable of two real
independent variables t and x and F = F (t, x, ψ, ψ∗, ψx, ψ∗x) is an arbitrary smooth
complex-valued function of its arguments. This superclass is normalized, see [38],
where it was also shown that any admissible transformation of the superclass
satisfies the conditions

Tx = Tψ = Tψ∗ = 0, Xψ = Xψ∗ = 0, X2
x = |Tt|, Ψψ̂∗ = 0. (4)

Hence the same is true for the class (1). The equations (4) give us

T = T (t), X = ε|Tt|1/2x+X0(t), Ψ = Ψ(t, x, ψ̂),
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where T and X0 are arbitrary smooth real-valued functions of t and Ψ is an
arbitrary smooth complex-valued function of its arguments. Then the invertibility
of the transformation gives Tt 6= 0 and Ψψ̂ 6= 0. Using the chain rule, we take total
derivatives of the equation ψ̃(t̃, x̃) = Ψ(t, x, ψ̂) with respect to t and x, with t̃ = T
and x̃ = X and we find the following expressions for the transformed derivatives:

ψ̃x̃ = 1
Xx

(Ψx + Ψψ̂ψ̂x), ψ̃t̃ = 1
Tt

(Ψt + Ψψ̂ψ̂t)−
Xt

TtXx
(Ψx + Ψψ̂ψ̂x),

ψ̃x̃x̃ = 1
X 2
x

(Ψxx + 2Ψxψ̂ψ̂x + Ψψ̂ψ̂ψ̂
2
x + Ψψ̂ψ̂xx).

We substitute these expressions into the equation LṼ , and then take into account
that ψ satisfies the equation (1) so that ψ̂xx = −ε′iψ̂t − V̂ ψ̂. We then split with
respect to ψ̂t and ψ̂x, which yields

Ψψ̂ψ̂ = 0, Ψxψ̂ = i

2
Xx

Tt
XtΨψ̂, (5)

ε′iΨt + Ψxx − ε′i
Xt

Xx
Ψx + |Tt|ṼΨ− V̂Ψψ̂ψ̂ = 0. (6)

The general solution of the first equation in (5) is Ψ = Ψ1(t, x)ψ̂ + Ψ0(t, x),
where Ψ0 and Ψ1 are smooth complex-valued functions of t and x. The second
equation in (5) then reduces to a linear ordinary differential equation with respect
to Ψ1 with the independent variable x, and the variable t plays the role of a
parameter. Integrating this equation gives the following expression for Ψ1:

Ψ1 = exp
(
i

8
Ttt
|Tt|

x2 + i

2
εε′X0

t

|Tt|1/2x+ iΣ(t) + Υ(t)
)
,

where Σ and Υ are arbitrary smooth real-valued functions of t. We substitute the
expression for Ψ into the equation (6) and then split this equation with respect
to ψ̂ and this then gives us the equation

Ṽ = V̂

|Tt|
− 1
|Tt|

Ψ1
xx

Ψ1 −
i

|Tt|Ψ1

(
Ψ1
t −

Xt

Xx
Ψ1
x

)
,

which represents the component of the transformation (3) for V . We introduce
the function Φ = Ψ̂0/Ψ̂1, i.e., Ψ0 = Ψ1Φ̂. The terms in (6) not containing ψ̂ give
an equation in Ψ0, which is equivalent to the initial linear Schrödinger equation
in terms of Φ.

Corollary I.1. A (1+1)-dimensional linear Schrödinger equation of the form (1)
is equivalent to the free linear Schrödinger equation with respect to a point trans-
formation if and only if V = γ2(t)x2 + γ1(t)x+ γ0(t) + iγ̃0(t) for some real-valued
functions γ2, γ1, γ0 and γ̃0 of t.

Corollary I.2. The usual equivalence group G∼ of the class (1) consists of point
transformations of the form (3) with Φ = 0.
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Proof. Each transformation from G∼ generates a family of admissible transfor-
mations for the class (1) and hence is of the form (3). As a usual equivalence group,
the group G∼ merely consists of point transformations in the variables (t, x, ψ) and
the arbitrary element V that can be applied to each equation from the class (1)
and whose components for the variables are independent of V . The only transfor-
mations of the form (3) that satisfy these requirements are those for which Φ runs
through the set of common solutions of all equations from the class (1). Φ = 0 is
the only common solution.

Remark I.3. Consider the natural projection π of the joint space of the variables
and the arbitrary element V on the space of the variables only. For each trans-
formation T from the equivalence group G∼ its components for the variables do
not depend on V and are uniquely extended to V . These components define a
transformation ϕ, which can be taken to be the pushforward of T by the projec-
tion π, ϕ = π∗T . Therefore, there is a one-to-one correspondence between the
equivalence group G∼ and the group π∗G∼ consisting of the projected equivalence
transformations, G∼ 3 T 7→ π∗T ∈ π∗G∼.

Remark I.4. The identity component of the equivalence group G∼ consists of
transformations of the form (3) with Tt > 0 and ε = 1. This group also con-
tains two discrete transformations that are involutions: the space reflection t̃ = t,
x̃ = −x, ψ̃ = ψ, Ṽ = V and the Wigner time reflection t̃ = −t, x̃ = x, ψ̃ = ψ∗,
Ṽ = V ∗, which are independent up to composition with each other and with con-
tinuous transformations. These continuous and discrete transformations generate
the entire equivalence group G∼.

Corollary I.3. The equivalence algebra of the class (1) is the algebra

g∼ = 〈D̂(τ), Ĝ(χ), M̂(σ), Î(ρ)〉

where τ , χ, σ and ρ run through the set of smooth real-valued functions of t. The
vector fields that span g∼ are given by

D̂(τ) = τ∂t + 1
2τtx∂x + i

8τttx
2(ψ∂ψ − ψ∗∂ψ∗)

−
(
τtV −

1
8τtttx

2 − i τtt4

)
∂V −

(
τtV

∗ − 1
8τtttx

2 + i
τtt
4

)
∂V ∗ ,

Ĝ(χ) = χ∂x + i

2χtx(ψ∂ψ − ψ∗∂ψ∗) + χtt
2 x(∂V + ∂V ∗),

M̂(σ) = iσ(ψ∂ψ − ψ∗∂ψ∗) + σt(∂V + ∂V ∗),

Î(ρ) = ρ(ψ∂ψ + ψ∗∂ψ∗)− iρt(∂V + ∂V ∗).

Proof. The equivalence algebra g∼ can be computed using the infinitesimal Lie
method in a way similar to that for finding the Lie invariance algebra of a single
system of differential equations [33]. However, we can avoid these calculations by
noting that we have already constructed the complete point equivalence group G∼.
The algebra g∼ is just the set of infinitesimal generators of one-parameter sub-
groups of the group G∼. In order to find all such generators, in the transformation
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form (3) we set Φ = 0 (to single out equivalence transformations), ε = 1 and Tt > 0,
i.e., ε′ = 1 (to restrict to the continuous component of the identical transformation
in G∼), and represent the parameter function Σ in the form Σ = 1

4X
0X0

t +Σ̄ with
some function Σ̄ of t (to make the group parameterization more consistent with
the one-parameter subgroup structure of G∼). Then we successively take one of
the parameter-functions T , X0, Σ̄ and Υ to depend on a continuous subgroup
parameter δ, set the other parameter-functions to their trivial values, which are
t for T and zeroes for X0, Σ̄ and Υ, differentiate the transformation components
with respect to δ and evaluate the result at δ = 0. The corresponding infinitesimal
generator is the vector field τ∂t + ξ∂x + η∂ψ + η∗∂ψ∗ + θ∂V + θ∗∂V ∗ , where

τ = dt̃
dδ

∣∣∣
δ=0

, ξ = dx̃
dδ

∣∣∣
δ=0

, η = dψ̃
dδ

∣∣∣
δ=0

, θ = dṼ
dδ

∣∣∣
δ=0

.

The above procedure gives the vector fields D̂(τ), Ĝ(χ), M̂(σ) and Î(ρ) for the
parameter-functions T , X0, Σ̄ and Υ, respectively.

Consider the point symmetry group GV of an equation LV from the class (1).
Each element ϕ of GV generates an admissible point transformation in the class (1)
with the same initial and target arbitrary element V . Therefore, the components
of ϕ necessarily have the form given in (3a)–(3b), and the parameter-functions
satisfy the equation (3c) with Ṽ (t̃, x̃) = V (t̃, x̃). The symmetry transformations
defined by linear superposition of solutions to the equation LV are of the form
given in (3a)–(3b) with T = t and X0 = Σ = Υ = 0. They constitute a normal
subgroup Glin

V of the group GV , which can be assumed to be the trivial part of GV .
The factor group GV /Glin

V is isomorphic to the subgroup Gess
V of GV that is singled

out from GV by the constraint Φ = 0 and will be considered as the only essential
part of GV .

Corollary I.4. The essential point symmetry group Gess
V of any equation LV from

the class (1) is contained in the projection π∗G
∼ of the equivalence group G∼ to

the space with local coordinates (t, x, ψ, ψ∗).

Corollary I.5. The class (1) is uniformly semi-normalized with respect to linear
superposition of solutions.

Proof. We need to show that any admissible transformation in the class (1) is
the composition of a specific symmetry transformation of the initial equation and
a transformation from G∼. We consider two fixed similar equations LV and LṼ in
the class (1) and let ϕ be a point transformation connecting these equations. Then
ϕ is of the form (3a)–(3b), and the potentials V and Ṽ are related by (3c). The
point transformation ϕ1 given by t̃ = t, x̃ = x, ψ̃ = ψ+Φ with the same function Φ
as in ϕ is a symmetry transformation of the initial equation, which is related to the
linear superposition principle. We choose the transformation ϕ2 to be of the same
form (3a)–(3b) but with Φ = 0. By (3c), its extension to the arbitrary element
belongs to the group G∼. The transformation ϕ is the composition of ϕ1 and ϕ2.

It is obvious that the transformation ϕ maps the subgroup of linear superpo-
sition transformations of the equation LV onto that of the equation LṼ .
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5 Analysis of determining equations for Lie
symmetries

We derive the determining equations for elements from the maximal Lie invariance
algebra gV of an equation LV from the class (1) with potential V = V (t, x). The
general form of a vector field Q in the space with local coordinates (t, x, ψ, ψ∗) is
Q = τ∂t + ξ∂x + η∂ψ + η∗∂ψ∗ , where the components of Q are smooth functions of
(t, x, ψ, ψ∗). The vector field Q belongs to the algebra gV if and only if it satisfies
the infinitesimal invariance criterion for the equation LV , which gives

iηt + ηxx + τVtψ + ξVxψ + V η = 0 (7)

for all solutions of LV . Here

ηt = Dt (η − τψt − ξψx) + τψtt + ξψtx,

ηxx = D2
x (η − τψt − ξψx) + τψtxx + ξψxxx,

Dt and Dx denote the total derivative operators with respect to t and x, respec-
tively. After substituting ψxx = −iψt − V ψ and ψ∗xx = iψ∗t − V ∗ψ∗ into (7) and
splitting with respect to the other derivatives of ψ and ψ∗ that occur, we obtain a
linear overdetermined system of determining equations for the components of Q,

τψ = τψ∗ = 0, τx = 0, ξψ = ξψ∗ = 0, τt = 2ξx,
ηψ∗ = ηψψ = 0, 2ηψx = iξt,

iηt + ηxx + τVtψ + ξVxψ + V η − (ηψ − τt)V ψ = 0.

We solve the determining equations in the two first lines to obtain

τ = τ(t), ξ = 1
2τtx+ χ(t),

η =
(
i

8τttx
2 + i

2χtx+ ρ(t) + iσ(t)
)
ψ + η0(t, x),

where τ , χ, ρ and σ are smooth real-valued functions of t, and η0 is a complex-
valued function of t and x. Then splitting the last determining equation with
respect to ψ, we derive two equations:

iη0
t + η0

xx + η0V = 0, (8)

τVt +
(

1
2τtx+ χ

)
Vx + τtV = 1

8τtttx
2 + 1

2χttx+ σt − iρt −
i

4τtt. (9)

Although both these equations contain the potential V , the first equation just
means that the parameter-function η0 satisfies the equation LV , which does not
affect the structure of the algebra gV when the potential V varies. This is why we
only consider the second equation as the real classifying condition for Lie symmetry
operators of equations from the class (1).

We have thus proved the following result:
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Theorem I.4. The maximal Lie invariance algebra gV of the equation LV from
the class (1) consists of the vector fields of the form Q = D(τ) + G(χ) + σM +
ρI + Z(η0), where

D(τ) = τ∂t + 1
2τtx∂x + 1

8τttx
2M, G(χ) = χ∂x + 1

2χtxM,

M = iψ∂ψ − iψ∗∂ψ∗ , I = ψ∂ψ + ψ∗∂ψ∗ , Z(η0) = η0∂ψ + η0∗∂ψ∗ ,

the parameters τ , χ, ρ, σ run through the set of real-valued smooth functions of t
satisfying the classifying condition (9), and η0 runs through the solution set of the
equation LV .

Note that Theorem I.4 can be derived from Theorem I.3 using the same tech-
nique as in Corollary I.3. The algebra gV consists of infinitesimal generators of
one-parameter subgroups of the point symmetry group GV of the equation LV .
In considering one-parameter subgroups of GV , we set ε = 1 and Tt > 0, i.e.,
ε′ = 1 since one-parameter subgroups are contained in the identity component
of GV . We also represent Σ in the form Σ = 1

4X
0X0

t + Σ̄. We let the parameter
functions T , X0, Σ̄, Υ and Φ properly depend on a continuous subgroup param-
eter δ. Then we differentiate the equations (3) with respect to δ and evaluate
the result at δ = 0. The corresponding infinitesimal generator is the vector field
Q = τ∂t + ξ∂x + η∂ψ + η∗∂ψ∗ , where

τ = dt̃
dδ

∣∣∣
δ=0

, ξ = dx̃
dδ

∣∣∣
δ=0

, η = dψ̃
dδ

∣∣∣
δ=0

,

and hence Q has the form given in Theorem I.4. The classifying condition (9) is
derived from the equation (3c) with Ṽ (t̃, x̃) = V (t̃, x̃).

In order to find the kernel invariance algebra g∩ of the class (1), g∩ :=
⋂
V gV ,

we vary the potential V and then split the equations (8) and (9) with respect to V
and its derivatives. This gives us the equations τ = χ = 0, η0 = 0 and ρt = σt = 0.

Proposition I.1. The kernel invariance algebra of the class (1) is the algebra
g∩ = 〈M, I〉.

Consider the linear span of all vector fields from Theorem I.4 when V varies
given by

g〈 〉 := 〈D(τ), G(χ), σM, ρI, Z(ζ)〉 =
∑
V gV .

Here and in the following the parameters τ , χ, σ and ρ run through the set of real-
valued smooth functions of t, ζ runs through the set of complex-valued smooth
functions of (t, x) and η0 runs through the solution set of the equation LV when
the potential V is fixed. We have g〈 〉 =

∑
V gV since each vector field Q from

g〈 〉 with nonvanishing τ or χ or with jointly vanishing τ , χ, σ and ρ necessarily
belongs to gV for some V .

The nonzero commutation relations between vector fields spanning g〈 〉 are

[D(τ1), D(τ2)] = D(τ1τ2
t − τ2τ1

t ), [D(τ), G(χ)] = G

(
τχt −

1
2τtχ

)
,
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[D(τ), σM ] = τσtM, [D(τ), ρI] = τρtI,

[D(τ), Z(ζ)] = Z

(
τζt + 1

2τtxζx −
i

8τttx
2ζ

)
,

[G(χ1), G(χ2)] =
(
χ1χ2

t − χ2χ1
t

)
M, [G(χ), Z(ζ)] = Z

(
χζx −

i

2χtxζ
)
,

[σM,Z(ζ)] = Z(−iσζ), [ρI, Z(ζ)] = Z(−ρζ).

The commutation relations between elements of g〈 〉 show that g〈 〉 itself is a Lie
algebra. It is convenient to represent g〈 〉 as a semi-direct sum,

g〈 〉 = gess
〈 〉 ∈ glin

〈 〉 , where gess
〈 〉 := 〈D(τ), G(χ), σM, ρI〉 and glin

〈 〉 := 〈Z(ζ)〉

are a subalgebra and an abelian ideal of g〈 〉, respectively. Note that the kernel
invariance algebra g∩ is an ideal of gess

〈 〉 and of g〈 〉. The above representation of
g〈 〉 induces a similar representation for each gV ,

gV = gess
V ∈ glin

V ,

where gess
V := gV ∩ gess

〈 〉 and glin
V := gV ∩ glin

〈 〉 = 〈Z(η0), η0 ∈ LV 〉 are a finite-
dimensional subalgebra (see Lemma I.1 below) and an infinite-dimensional abelian
ideal of gV , respectively. We call gess

V the essential Lie invariance algebra of the
equation LV for each V . The ideal glin

V consists of vector fields associated with
transformations of linear superposition and therefore it is a trivial part of gV .

Definition I.2. A subalgebra s of gess
〈 〉 is called appropriate if there exists a

potential V such that s = gess
V .

The algebras gess
〈 〉 and g∼ are related to each other by gess

〈 〉 = π∗g
∼, where π is

the projection of the joint space of the variables and the arbitrary element on the
space of the variables only. The mapping π∗ induced by π is well defined on g∼

due to the structure of elements of g∼. Note that the vector fields D̂(τ), Ĝ(χ),
M̂(σ), Î(ρ) spanning g∼ are mapped by π∗ to the vector fields D(τ), G(χ), σM ,
ρI spanning gess

〈 〉 , respectively. The above relation is stronger than that implied by
the specific semi-normalization of the class (1), gess

〈 〉 ⊆ π∗g∼. Since the algebra gess
〈 〉

coincides with the set π∗g∼ of infinitesimal generators of one-parameter subgroups
of the group π∗G∼, the structure of gess

〈 〉 is compatible with the action of π∗G∼ on
this algebra. Moreover, both gess

〈 〉 and glin
〈 〉 are invariant with respect to the action

of the group π∗G∼. This is why the action of G∼ on equations from the class (1)
induces the well-defined action of π∗G∼ on the essential Lie invariance algebras of
these equations, which are subalgebras of gess

〈 〉 . The kernel g∩ is obviously an ideal
in gess

V for any V .
Collecting all the above arguments, we obtain the following assertion.

Proposition I.2. The problem of group classification of (1+1)-dimensional linear
Schrödinger equations reduces to the classification of appropriate subalgebras of the
algebra gess

〈 〉 with respect to the equivalence relation generated by the action of π∗G∼.

Equivalently, we can classify the counterparts of appropriate subalgebras in g∼

up to G∼-equivalence and then project them to the space of variables [4].
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6 Group classification
To classify appropriate subalgebras of the algebra gess

〈 〉 , we need to compute the
action of transformations from the group π∗G∼ on vector fields from gess

〈 〉 . For any
transformation ϕ ∈ π∗G∼ and any vector field Q ∈ gess

〈 〉 , the pushforward action
of ϕ on Q is given by

Q̃ := ϕ∗Q = Q(T )∂t̃ +Q(X)∂x̃ +Q(Ψ)∂ψ̃ +Q(Ψ∗)∂ψ̃∗ ,

where in each component of Q̃ we substitute the expressions of the variables with-
out tildes in terms of the “tilded” variables, (t, x, ψ, ψ∗) = ϕ−1(t̃, x̃, ψ̃, ψ̃∗), and
ϕ−1 denotes the inverse of ϕ.

For convenience, we introduce the following notation for elementary transfor-
mations from π∗G

∼, which generate the entire group π∗G∼: D(T ), G(X0),M(Σ)
and I(Υ) respectively denote the transformations of the form (3a)–(3b) with Φ = 0
and ε = 1, where the parameter-functions T , X0, Σ and Υ, successively excluding
one of them, are set to the values corresponding to the identity transformation,
which are t for T and zeroes for X0, Σ and Υ. The nontrivial pushforward actions
of elementary transformations from π∗G

∼ to the vector fields spanning gess
〈 〉 are

D∗(T )D(τ) = D̃(Ttτ), D∗(T )G(χ) = G̃(T 1/2
t χ),

D∗(T )(σM) = σM̃, D∗(T )(ρI) = ρĨ,

G∗(X0)D(τ) = D̃(τ) + G̃

(
τX0

t −
1
2τtX

0
)

+
(

1
8τtt(X

0)2 − 1
4τtX

0X0
t −

1
2τX

0X0
tt

)
M̃,

G∗(X0)G(χ) = G̃(χ) + 1
2(χX0

t − χtX0)M̃,

M∗(Σ)D(τ) = D̃(τ) + τΣtM̃, I∗(Υ)D(τ) = D̃(τ) + τΥtĨ ,

where in each pushforward by D∗(T ) we should substitute the expression for t
given by inverting the relation t̃ = T (t); t = t̃ for the other pushforwards. Tildes
over vector fields mean that these vector fields are represented in the new variables.

Lemma I.1. dim gess
V 6 7 for any potential V .

Proof. Since we work within the local framework, we can assume that the equa-
tion LV is considered on a domain of the form Ω0 × Ω1, where Ω0 and Ω1 are
intervals on the t- and x-axes, respectively. Then we successively evaluate the
classifying condition (9) at three different points x = x0−δ, x = x0 and x = x0 +δ
from Ω1 for varying t. This gives

1
8τttt(x0 − δ)2 + 1

2χtt(x0 − δ)− iρt + σt −
i

4τtt = R1,

1
8τtttx

2
0 + 1

2χttx0 − iρt + σt −
i

4τtt = R2,
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1
8τttt(x0 + δ)2 + 1

2χtt(x0 + δ)− iρt + σt −
i

4τtt = R3,

where the right hand sides R1, R2 and R3 are the results of substituting the above
values of x into τVt +

( 1
2τtx+ χ

)
Vx + τtV . Combining the above equations and

splitting them into real and imaginary parts, we obtain a canonical system of linear
ordinary differential equations of the form

τttt = . . . , χtt = . . . , ρt = . . . , σt = . . .

to τ , χ, ρ and σ. The qualification “canonical” means that the system is solved
with respect to the highest-order derivatives. The right hand sides of all its equa-
tions are denoted by dots since their precise form is not important for our argu-
ment. It is obvious that the solution set of the above system is a linear space and
parameterized by seven arbitrary constants.

In order to classify appropriate subalgebras of gess
〈 〉 , for each subalgebra s of gess

〈 〉

we introduce two integers

k1 = k1(s) := dim π0
∗s, k2 = k2(s) := dim s ∩ 〈G(χ), σM, ρI〉 − 2,

where π0 denotes the projection onto the space of the variable t and π0
∗s ⊂ π0

∗g
ess
〈 〉 =

〈τ∂t〉. The values of k1 and k2 are invariant under the action of π∗G∼.

Lemma I.2. π0
∗g

ess
V is a Lie algebra for any potential V and k1 = dim π0

∗g
ess
V 6 3.

Further, π0
∗g

ess
V ∈ {0, 〈∂t〉, 〈∂t, t∂t〉, 〈∂t, t∂t, t2∂t〉} mod π0

∗G
∼.

Proof. To prove that π0
∗g

ess
V is a Lie algebra we show that it is a linear subspace

and closed under Lie bracket of vector fields. Given τ j∂t ∈ π0
∗g

ess
V , j = 1, 2, there

exist Qj ∈ gess
V such that π0

∗Q
j = τ j∂t. Then for any real constants c1 and c2 we

have c1Q
1 + c2Q

2 ∈ gess
V . Therefore, c1τ

1∂t + c2τ
2∂t = π0

∗(c1Q
1 + c2Q

2) ∈ π0
∗g

ess
V .

Next, [τ1∂t, τ
2∂t] = (τ1τ2

t − τ2τ1
t )∂t = π0

∗[Q1, Q2] ∈ π0
∗g

ess
V . Further, dim π0

∗g
ess
V 6

dim gess
V 6 7.

Thus π0
∗g

ess
V is a finite-dimensional subalgebra of the Lie algebra π0

∗g
ess
〈 〉 of vector

fields on the real line. The group π0
∗G
∼ coincides with the entire group of local

diffeomorphisms of the real line and the rest of the lemma follows from Lie’s
theorem on finite-dimensional Lie algebras of vector fields on the real line.

Lemma I.3. If a vector field Q is of the form Q = G(χ) + σM + ρI with χ 6= 0,
then Q = G(1) + ρ̃I mod π∗G∼ for another function ρ̃.

Proof. We successively push forward the vector field Q by the transformations
G(X0) and D(T ), where X0 and T are arbitrary fixed solutions of the ordinary
differential equations χX0

t − χtX0 = 2σ and Tt = 1/χ2, respectively. This leads
to a vector field of the same form, with χ = 1 and σ = 0.

Lemma I.4. If G(1) + ρ1I ∈ gess
V , then also G(t) + ρ2I ∈ gess

V with ρ2 =
∫
tρ1
t dt.

Proof. The fact that G(1) + ρ1I ∈ gess
V means that the values τ = σ = 0, χ = 1

and ρ = ρ1 satisfy the classifying condition (9) with the given potential V , which
gives Vx = −iρt. Then tVx = −itρt implies that the classifying condition (9) is
also satisfied by τ = σ = 0, χ = t and ρ2 =

∫
tρ1
t dt.
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Lemma I.5. gess
V ∩ 〈σM, ρI〉 = g∩ for any potential V .

Proof. We need to show that gess
V ∩ 〈σM, ρI〉 ⊂ g∩ and g∩ ⊂ gess

V ∩ 〈σM, ρI〉.
The first inclusion follows from the classifying condition (9) for τ = χ = 0, which
implies σt = ρt = 0. The second inclusion is obvious since the kernel invariance
algebra g∩ is contained in gess

V for any V .

Lemma I.6. k2 = dim gess
V ∩ 〈G(χ), σM, ρI〉 − 2 ∈ {0, 2} for any potential V .

Proof. Denote aV := gess
V ∩ 〈G(χ), σM, ρI〉.

If aV ⊆ 〈σM, ρI〉, then aV = gess
V ∩ 〈σM, ρI〉 = g∩, i.e., k2 = dim aV − 2 = 0.

If aV * 〈σM, ρI〉, then there exists Q1 ∈ aV such that Q1 /∈ 〈σM, ρI〉. From
Lemma I.3, up to π∗G∼-equivalence we may assume that Q1 is locally of the form
Q1 = G(1)+ρ1I. Then Lemma I.4 implies that Q2 = G(t)+ρ2I with ρ2 =

∫
tρ1
t dt

belongs to aV . We also have aV ⊃ g∩. It then follows that 〈M, I,Q1, Q2〉 ⊆ aV
and hence dim aV > 4. On the other hand, as follows from the proof of Lemma I.1
under the constraint τ = 0, the classifying condition (9) implies in particular a
canonical system of linear ordinary differential equations of the form

χtt = . . . , ρt = . . . , σt = . . .

in the parameter-functions χ, ρ and σ, whose solution space is four-dimensional.
This means that dim aV 6 4. Therefore, k2 = dim aV − 2 = 2.

Summarizing the above results, any appropriate subalgebra of gess
〈 〉 is spanned

by

• the basis vector fields M and I of the kernel g∩,

• k1 vector fields D(τ j) + G(χj) + σjM + ρjI, where j = 1, . . . , k1, k1 6 3,
and τ1, . . . , τk1 are linearly independent,

• k2 vector fields G(χl) + σlM + ρlI where l = 1, . . . , k2, k2 ∈ {0, 2} and
χ1, . . . , χk2 are linearly independent.

Theorem I.5. A complete list of G∼-inequivalent (and, therefore, G∼-inequiva-
lent) Lie symmetry extensions in the class (1) is exhausted by the cases collected
in Table 1.

Proof. We consider possible cases for the various values of k1 and k2.

k1 = k2 = 0. This is the general case with no extension, i.e., gess
V = g∩ (Case 1

of Table 1).

k1 = 0, k2 = 2. Lemmas I.3 and I.4 imply that up to G∼-equivalence the algebra
gess
V contains the vector fields G(1)+ρ1I and G(t)+ρ2I, where ρ1 is a smooth real-

valued function of t and ρ2 =
∫
tρ1
t dt. Integrating the classifying condition (9)

for these vector fields with respect to V gives V = −iρtx + α(t) + iβ(t), and
α = β = 0 mod G∼. Denoting −ρt by γ, we obtain V = iγ(t)x, ρ1 = −

∫
γ dt and

ρ2 = −
∫
tγ dt, which leads to Case 2 of Table 1.
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Table 1. Results of classification.

no. k1 k2 V Basis of gess
V

1 0 0 V (t, x) M, I

2 0 2 iγ(t)x M, I, G(1)−
(∫
γ(t) dt

)
I, G(t)−

(∫
tγ(t) dt

)
I

3 1 0 V (x) M, I, D(1)

4a 1 2 1
4x

2 + ibx M, I, D(1), G(et)− betI, G(e−t) + be−tI

4b 1 2 − 1
4x

2 + ibx M, I, D(1), G(cos t) + b(sin t)I, G(sin t)− b(cos t)I

4c 1 2 ibx M, I, D(1), G(1)− btI, G(t)− 1
2bt

2I

5 3 0 cx−2 M, I, D(1), D(t), D(t2)− 1
2 tI

6 3 2 0 M, I, D(1), D(t), D(t2)− 1
2 tI, G(1), G(t)

Lie symmetry extensions given in Table 1 are maximal if the parameters involved satisfy the
following conditions: In Case 1, the potential V does not satisfy an equation of the form (9).
In Case 2, the real-valued function γ of t is constrained by the condition γ 6= c3|c2t2+c1t+c0|−3/2

for any real constants c0, c1, c2 and c3 with c0, c1 and c2 not vanishing simultaneously. In Case 3,
V 6= b2x2 + b1x+ b0 + c(x+ a)−2 for any real constants a, b2 and for any complex constants b1,
b0 and c with c Im b1 = 0. The real constant b in Cases 4a–4c and the complex constant c in
Case 5 are nonzero. Further, b > 0 mod G∼ in Cases 4a and 4b and b = 1 mod G∼ in Case 4c.

Let us describe the values of γ for which the Lie symmetry extension con-
structed is maximal. We substitute the potential V = iγ(t)x into the classifying
condition (9) and, after splitting with respect to x, derive the system

τttt = 0, χtt = 0, σt = 0, ρt = χγ − τtt
4 , τγt + 3

2τtγ = 0.

An additional Lie symmetry extension for such a potential may be realized only
by vector fields with nonzero values of τ . Then the integration of the first and last
equations of the above system yields

τ = c2t
2 + c1t+ c0, γ = c3|τ |−3/2 = c3|c2t

2 + c1t+ c0|−3/2,

where c0, c1, c2 and c3 are real constants. Therefore, Case 2 presents a maximal
Lie symmetry extension if γ 6= c3|c2t

2 + c1t+ c0|−3/2 for any real constants c0, c1,
c2 and c3, where the constants c0, c1 and c2 do not vanish simultaneously.

k1 = 1, k2 = 0. The algebra gess
V necessarily contains a vector field P 0 of the form

P 0 = D(τ0) + G(χ0) + σ0M + ρ0I, where all the parameter functions are real-
valued functions of t with τ0 6= 0. Push-forwarding P 0 by a transformation from
π∗G

∼, we can set τ0 = 1 and χ0 = σ0 = ρ0 = 0. That is, up to π∗G∼-equivalence
we can assume that P 0 = D(1), cf. Lemma I.2. The classifying condition (9) for
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the vector field P 0 gives Vt = 0, which implies Case 3 of Table 1 with an arbitrary
time-independent potential V .

We now find the condition when the Lie symmetry extension obtained is really
maximal. The presence of any additional extension means that the algebra gess

V

necessarily contains a vector field Q = D(τ)+G(χ)+σM+ρI with τt 6= 0 or χ 6= 0.
SubstitutingQ into the classifying condition (9) and fixing a value of t gives a linear
ordinary differential equation with respect to V = V (x). The general solution of
any such equation is of the form V = b2x

2+b1x+b0+c(x+a)−2, where a and b2 are
real constants and b1, b0 and c are complex constants. Moreover, the constant b1 is
zero if τt 6= 0 and, if τt = 0 and χ 6= 0, we have c = 0. Therefore, the Lie symmetry
extension of Case 3 is maximal if and only if V 6= b2x

2 + b1x+ b0 + c(x+ a)−2 for
any real constants a, b2 and for any complex constant b1, b0 and c with c Im b1 = 0.

k1 = 1, k2 = 2. In this case a basis of gess
V consists of the vector fields M , I,

P 0 = D(τ0) + G(χ0) + σ0M + ρ0I and Qp = G(χp) + σpM + ρpI, where all
the parameters are real-valued functions of t with τ0 6= 0 and χ1 and χ2 being
linearly independent. Here and in the following the indices p and q run from 1 to
2 and we sum over repeated indices. The vector field P 0 is reduced to D(1) up to
π∗G

∼-equivalence, as in the previous case. The commutation relations of gess
V

[P 0, Qp] = G(χpt ) + σptM + ρpt I = apqQ
q + ap3M + ap4I,

[Q1, Q2] = (χ1χ2
t − χ2χ1

t )M = a0M,

where apq, ap3 , ap4 and a0 are real constants, yield

χpt = apqχ
q, σpt = apqσ

q + ap3 , ρ
p
t = apqρ

q + ap4 , χ
1χ2

t − χ2χ1
t = a0. (10)

The matrix (apq) is not zero in view of the linear independence of χ1 and χ2.
Moreover, the consistency of the system (10) implies that the trace of (apq) is
zero. Using equivalence transformations of time scaling, we can further scale the
eigenvalues of the matrix (apq) with the same nonzero real values. Replacing the
vector fields Q1 and Q2 by their independent linear combinations leads to a matrix
similarity transformation of (apq). Hence, the matrix (apq) can be assumed to be
of one of the following real Jordan forms:(

1 0
0 −1

)
,

(
0 −1
1 0

)
,

(
0 0
1 0

)
. (11)

The further consideration of each of these forms consists of a few steps: We inte-
grate the system of differential equations (10) for the chosen form of (apq), which
gives the components of the vector fields Q1 and Q2. From the classifying condi-
tion (9) for the basis vector fields of the algebra gess

V we obtain three independent
equations for the potential V , including the equation Vt = 0. These equations
must be solved jointly, and their consistency leads to additional constraints for
constant parameters involved in Q1 and Q2. The expressions for both the vector
fields Q1 and Q2 and the potential V can be simplified by equivalence transfor-
mations and by changing the basis in the algebra gess

V we can obtain expressions
for Q1 and Q2 as in Cases 4a–4c of Table 1.
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Integrating the system (10) for the first Jordan form, we obtain χ1 = b01e
t,

σ1 = b11e
t−a13, ρ1 = b12e

t−a14, χ2 = b02e
−t, σ2 = b21e

−t+a23, ρ2 = b22e
−t+a24,

where ap3 , ap4 , b0p and bpq are real constants. Scaling the vector fields Q1 and
Q2 and taking linear combinations of them with M and I, we can set b0q = 1
and ap3 = ap4 = 0. The classifying condition (9) for the vector fields P 0, Q1

and Q2 leads to three independent equations in V , Vt = 0, Vx = 1
2x − ib12 + b11

and Vx = 1
2x + ib22 − b21. These equations are consistent only if the constant

parameters involved in Q1 and Q2 satisfy the constraints −b12 = b22 =: b and
b11 = −b21 =: −b̂. Then the potential V is of the form V = 1

4 (x+2b̂)2+ibx+c1+ic2
for some real constants c1 and c2. We apply the equivalence transformation (3)
with T = t, X0 = 2b̂, Σ = −c1t, Υ = c2t, ε = 1 and Φ = 0 and take a linear
combination of the transformed vector field P 0 with M and I. This allows us to
set b̂ = c1 = c2 = 0 and finally gives Case 4a of Table 1.

In the same way, we consider the second Jordan form from (11). After in-
tegrating the corresponding system (10), we obtain χ1 = b01 cos t − b02 sin t,
σ1 = b11 cos t−b12 sin t−a23, ρ1 = b21 cos t−b22 sin t−a24, χ2 = b01 sin t+b02 cos t,
σ2 = b11 sin t+ b12 cos t+ a13 and ρ2 = b21 sin t+ b22 cos t+ a14, where b0q and bpq
are real constants. Combining the vector fields Q1 and Q2 with each other and
with M and I, we can put b01 = 1, b02 = 0 and ap3 = ap4 = 0. Substituting the
components of P 0, Q1 and Q2 that we obtain into the classifying condition (9)
gives three independent equations in V ,

Vt = 0,

Vx cos t = −1
2x cos t+ i(b21 sin t+ b22 cos t)− b11 sin t− b12 cos t,

Vx sin t = −1
2x sin t− i(b21 cos t− b22 sin t) + b11 cos t− b12 sin t,

with the consistency condition b11 = b21 = 0. We denote b12 =: b̂ and b22 =: b.
Any solution of the above equations for V can be written as V = − 1

4 (x + 2b̂)2 +
ibx + c1 + ic2 for some real constants c1 and c2. By applying the equivalence
transformation (3) with T = t, X0 = 2b̂, Σ = −c1t, Υ = c2t, ε = 1 and Φ = 0 and
taking a linear combination of the transformed vector field P 0 with M and I, we
can put b̂ = c1 = c2 = 0. This yields Case 4b of Table 1.

Finally, the general solution of the system (10) for the last Jordan form of
the matrix (apq) is χ1 = b01, σ1 = a13t + b11, ρ1 = a14t + b21, χ2 = b01t + b02,
σ2 = 1

2a13t
2 + (a23 + b11)t+ b12, ρ2 = 1

2a14t
2 + (a24 + b21)t+ b22, where b0q and bpq

are real constants. The constants bpq and b02 can be put equal to zero and b01 = 1
by taking a linear combination of the vector fields Q1 and Q2 with each other and
with M and I. Then we successively evaluate the classifying condition (9) for the
components of the vector fields P 0, Q1 and Q2. This gives the following equations
for V :

Vt = 0, tVx = −ia14t+ a13t, tVx = −ia14t+ a13t− ia24 + a23,

which are consistent if and only if a23 = a24 = 0. Any solution of these equations
is of the form V = ibx+ b̂x+ c1 + ic2, where c1 and c2 are real constants and we
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denote a13 =: b̂ and a14 =: −b. Next we apply the equivalence transformation (3)
with T = t, X0 = −b̂t2, Σ = 1

3 b̂
2t3 − c1t, Υ = 1

3bb̂t
3 + c2t, ε = 1 and Φ = 0 and

take a linear combination of the vector fields P 0 with Q2, M and I. In this way
the constants b̂, c1 and c2 are set equal to zero, which gives Case 4c of Table 1.

The Lie symmetry extensions presented in Cases 4a–4c of Table 1 are really
maximal if b 6= 0. Moreover, up to G∼-equivalence we can set b = 1 in Case 2a
and b > 0 in Cases 2b and 2c; cf. the proof of Theorem I.8.

k1 > 2, k2 = 0. Lemma I.2 implies that up to π∗G∼-equivalence the algebra gess
V

contains at least two operators P 0 = D(1) and P 1 = D(t) +G(χ1) + σ1M + ρ1I.
Here we also annihilate the tail of P 0 by pushforwarding P 0 by a transformation
from π∗G

∼. As [P 0, P 1] ∈ gess
V , we have

[P 0, P 1] = D(1) +G(χ1
t ) + σ1

tM + ρ1
t I = P 0 + a1M + b1I

for some constants a1 and b1. Collecting components in the above equality gives the
system χ1

t = 0, σ1
t = a1, ρ1

t = b1 with the general solution χ1 = a2, σ1 = a1t+ a0
and ρ1 = b1t + b0, where a2, a0 and b0 are real constants of integration. Push-
forwarding P 0 and P 1 with G∗(2a2),M∗(−a1t) and I∗(−b1t) and taking a linear
combination of P 0 and P 1 with M and I, we find that we can set the constants
a0, a1, a2, b0 and b1 to zero. Therefore, the basis vector field P 1 reduces to the
form P 1 = D(t), whereas the forms of P 0, M and I are preserved.

The classifying condition (9) for P 0 = D(1) and P 1 = D(t) gives two indepen-
dent equations in V , Vt = 0 and xVx + 2V = 0. Integrating these equations gives
V = cx−2, where c is a complex constant. If c = 0, then k2 > 0, which contradicts
the case assumption k2 = 0. Thus, the constant c is nonzero. We find the maximal
Lie invariance algebra in this case. We substitute V = cx−2 with c 6= 0 into the
classifying condition (9) and derive the system of differential equations for func-
tions parameterizing vector fields from gess

V , τttt = 0, χ = 0, σt = 0, ρt = − 1
4τtt.

The solution of the above system implies that the algebra gess
V is spanned byM , I,

P 0, P 1 and one more vector field P 2 = D(t2)− 1
2 tI, which gives Case 5 of Table 1.

k1 > 2, k2 = 2. In this case, the algebra gess
V necessarily contains the vector fields

M , I, P l = D(τ̄ l) + G(χ̄l) + σ̄lM + ρ̄l, l = 0, 1 and Qp = G(χp) + σpM + ρpI,
where all the parameters are real-valued smooth functions of t with τ̄0 and τ̄1

(resp. χ1 and χ2) being linearly independent. Recall that the indices p and q run
from 1 to 2, and we sum over repeated indices. As in the previous case, up to
π∗G

∼-equivalence the vector fields P 0 and P 1 reduce to the form P 0 = D(1) and
P 1 = D(t) +G(χ̄1) + σ̄1M + ρ̄1I.

Since the algebra gess
V is closed with respect to the Lie bracket of vector fields,

we have [P l, Qp] ∈ gess
V , i.e.,

[P 0, Qp] = G(χpt ) + σptM + ρpt I = apqQ
q + ap3M + ap4I,

[P 1, Qp] = dpqQ
q + dp3M + dp4I,

where apq, ap3 , ap4 , dpq, dp3 and dp4 are real constants. Using the above com-
mutation relations with P 0 in the same way as in the case k1 = 1, k2 = 2, we
derive three inequivalent cases for the vector fields Qp depending on the Jordan
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forms of the matrix (apq) presented in (11). For the first and second Jordan forms,
the commutators [P 1, Qp] do not belong to the linear span of P 0, P 1, Q1, Q2, M
and I. Hence these cases are irrelevant.

For the last Jordan form from (11), up to G∼-equivalence and up to linear
combining of the above vector fields, we can further assume that

Q1 = G(1)− btI, Q2 = G(t)− 1
2bt

2I, V = ibx

for some real constant b. We expand the commutation relation for the vector fields
P 1 and Q1:

[P 1, Q1] = −1
2G(1)− btetI − χ̄1

tM = d11Q
1 + d12Q

2 + d13M + d14I,

and equating components gives b = 0, i.e., V = 0. Substituting the value V = 0
into the classifying condition (9) and splitting with respect to x yields the system
of differential equations τttt = 0, χtt = 0, σt = 0, ρt = − 1

4τtt. The solution of
this system for V = 0 shows that the algebra gess

V is spanned by the vector fields
presented in Case 6 of Table 1.

Remark I.5. It might be convenient to completely describe properties of appro-
priate subalgebras before their classification but often such an approach is not
justified. Thus, Lemma I.2 shows that the invariant k1 is not greater than three,
i.e., k1 ∈ {0, 1, 2, 3}. As we proved in Theorem I.5, this invariant cannot be
equal to two. The reason is that any (finite-dimensional) subalgebra s of gess

〈 〉

with dim π0
∗s = 2 is not appropriate since the condition of extension maximality

is not satisfied. Therefore, Lemma I.2 could be strengthened by the constraint
k1 ∈ {0, 1, 3}. At the same time, the proof of the condition k1 6= 2 needs realizing
the major part of the group classification of the class (1).

7 Alternative proof
Here we present an alternative way of classifying Lie symmetry extensions in the
class (1), in which the invariant k2 is considered as leading. The case k2 = 0,
after partitioning into the subcases k1 = 0, k1 = 1 or k1 > 2, results in the same
extensions as presented in Table 1 for these values of k1 and k2.

Let us consider the case k2 = 2 more closely. Lemmas I.3 and I.4 imply that,
up to G∼-equivalence, the algebra gess

V contains the vector fields G(1) + ρ1I and
G(t) + ρ2I, where ρ1 is a smooth real-valued function of t and ρ2 =

∫
tρ1
t dt.

Integrating the classifying condition (9) for these vector fields with respect to V
gives V = −iρtx + α(t) + iβ(t), and α = β = 0 mod G∼. Denoting −ρt by γ, we
obtain V = iγ(t)x. Thus, we carry out the group classification of the subclass of
equations from the class (1) with potentials of this form, i.e.,

iψt + ψxx + iγ(t)xψ = 0, (12)

where γ(t) is an arbitrary real-valued function of t, which will be taken as the
arbitrary element of the subclass instead of V . For potentials of the above form,
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the equation (3c) splits with respect to x and gives the system of differential
equations

2TtttTt − 3T 2
tt = 0,

(
X0
t

Tt

)
t

= 0, Σt = (X0
t )2

4Tt
, Υt = − Ttt4Tt

− ε γX0

|Tt|1/2 ,

whose general solution is

T = a1t+ a0

a3t+ a2
, X0 = b1T + b0,

Σ = b2
1
4 T + c1, Υ = −1

4 ln |Tt| − ε
∫

γX0

|Tt|1/2 dt+ c0,

where ai, i = 0, . . . , 3, bj and cj , j = 0, 1, are real constants with a1a2 − a0a3 6= 0
and the integral denotes a fixed primitive function for the integrand. Since the
constants ai, i = 0, . . . , 3, are defined up to a nonzero constant multiplier (and thus
only three of the constants are essential), we set a1a2 − a0a3 = sgnTt := ε′ = ±1.

To single out the equivalence groupoid G∼(12) of the subclass (12) from the
equivalence groupoid G∼ of the whole class (1), we substitute the above values
of T , X0, Σ and Υ into (3) and obtain the following statement:

Theorem I.6. The equivalence groupoid G∼(12) of the subclass (12) consists of
triples of the form (γ, γ̃, ϕ), where ϕ is a point transformation in the space of
variables, whose components are

t̃ = T := a1t+ a0

a3t+ a2
, x̃ = ε|Tt|1/2x+ b1T + b0, (13a)

ψ̃ = exp
(
i

8
Ttt
|Tt|

x2 + i

2εb1|Tt|1/2x− ε
∫
γ
b1T + b0

|Tt|1/2 dt− i b
2
1
4 T
)

c

|Tt|1/4 (ψ̂ + Φ̂),
(13b)

the transformed parameter γ̃ is given in terms of γ as

γ̃ = εε′

|Tt|3/2 γ, (13c)

a0, a1, a2, a3, b0 and b1 are arbitrary real constants with a1a2 − a0a3 =: ε′ = ±1,
c is a nonzero complex constant, Φ = Φ(t, x) is an arbitrary solution of the initial
equation, ε = ±1.

Corollary I.6. The (usual) equivalence group G∼(12) of the subclass (12) consists
of point transformations of the form (13) with b0 = b1 = 0 and Φ = 0.

Proof. We argue in a similar way to Corollary I.2: since each transformation
from G∼(12) generates a family of admissible transformations in the subclass (12),
it is necessarily of the form (13). There is only one common solution for the
equations from the subclass (12): the zero function. Hence the independence of
the transformation components for the variables on the arbitrary element γ is
equivalent to the conditions b0 = b1 = 0 and Φ = 0.
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Corollary I.7. The equivalence algebra of the subclass (12) is the algebra

g∼(12) = 〈D̂(12)(1), D̂(12)(t), D̂(12)(t2), M̂(1), Î(1)〉,

where, as in Corollary I.3, M̂(1) = i(ψ∂ψ − ψ∗∂ψ∗), Î(1) = ψ∂ψ + ψ∗∂ψ∗ , and

D̂(12)(τ) = τ∂t + 1
2τtx∂x + 1

8τttx
2M̂(1)− 1

4τtÎ(1)− 3
2τtγ∂γ .

The proof is analogous to that of Corollary I.3.

Corollary I.8. For each γ = γ(t), the equation LV with V = iγx admits the
group Gunf

V of point symmetry transformations of the form (13a)–(13b) with T = t
and ε = 1.

Proof. The relation (13c) obviously implies that for each fixed value of the arbi-
trary element γ, transformations of the form (13a)–(13b) with T = t and ε = 1
leave this value invariant. Other transformations are point symmetries of LV with
V = iγx only for some values of γ.

Corollary I.9. The subclass (12) is uniformly semi-normalized with respect to the
family of uniform point symmetry groups {Gunf

V } of equations from this subclass
and the subgroup H of G∼(12) singled out by the constraint c = 1.

Proof. It is obvious that for any V the intersection of π∗H and Gunf
V consists of

the identity transformation only. Consider an arbitrary admissible transformation
(γ, γ̃, ϕ) in the subclass (12), which maps the equation LV with V = iγ(t)x to the
equation LṼ with Ṽ = iγ̃(t̃)x̃. Then ϕ is of the form (13a)–(13b) and thus Gunf

Ṽ
=

ϕGunf
V ϕ−1. We denote the dependence of ϕ on the transformation parameters

appearing in (13a)–(13b) by writing ϕ = ϕ(T, ε, b1, b0, c,Φ). It is obvious that
ϕ = ϕ2ϕ0ϕ1, where ϕ1 = ϕ(t, 1, 0, 0, 1,Φ) ∈ Gunf

V , ϕ2 = ϕ(t, 1, b1, b0, c, 0) ∈ Gunf
Ṽ

,
and the transformation ϕ0 = ϕ(T, ε, 0, 0, 1, 0), prolonged to γ according to (13c),
belongs to H.

Applying Theorem I.4 to equations from the subclass (12), we consider the
classifying condition (9) for the associated form of potentials, V = iγ(t)x, and
split this condition with respect to x. As a result, we obtain the following system
of differential equations for the parameters of Lie symmetry vector fields:

τttt = 0, χtt = 0, σt = 0, ρt = −γχ− 1
4τtt, (14)

as well as the classifying condition(
γ|τ |3/2

)
t

= 0. (15)

It is then clear that the kernel invariance algebra g∩(12) of the subclass (12) is
spanned by the vector fields M and I.
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Theorem I.7. The maximal Lie invariance algebra gV of an equation LV for
V = iγ(t)x is spanned by the vector fields D(12)(τ), G(1) + ρ1I, G(t) + ρ2I, M , I,
Z(η0), where

D(12)(τ) := D(τ)− 1
4τtI = τ∂t + 1

2τtx∂x + 1
8τttx

2M − 1
4τtI,

the parameter τ runs through the set Pγ of quadratic polynomials in t that satisfy
the classifying condition (15), ρ1 = −

∫
γ(t) dt, ρ2 = −

∫
tγ(t) dt and η0 runs

through the solution set of the equation LV .

Each equation LV with V = iγ(t)x, belonging to the subclass (12), is invariant
with respect to the Lie algebra gunf

V = 〈G(1) + ρ1I,G(t) + ρ2I,M, I, Z(η0)〉 of
the group Gunf

V , where η0 again runs through the solution set of the equation LV .
Such algebras have a similar structure for all equations from the subclass. The
commutation relations between vector fields from g〈 〉 imply that the essential part
gess
V of gV admits the representation gess

V = gext
V ∈ (gunf

V ∩ gess
〈 〉 ), where gext

V =
{D(12)(τ) | τ ∈ Pγ} is a subalgebra of gess

V , and gunf
V is an ideal of gess

V ∩ gess
〈 〉 .

Interpreting the above representation, we can say that the algebra gess
V is obtained

by extending the algebra gunf
V ∩ gess

〈 〉 with elements of gext
V .

Consider the linear span

gext
〈 〉 :=

∑
V=iγ(t)x

gext
V = 〈D(12)(1), D(12)(t), D(12)(t2)〉 ⊂ π∗g∼(12),

where π is the projection of the joint space of the variables and the arbitrary
element on the space of the variables only. The algebra gext

〈 〉 is isomorphic to the
algebra sl(2,R). The pushforwards of vector fields from gext

〈 〉 by transformations
from the group π∗G∼(12) constitute the inner automorphism group Inn(gext

〈 〉 ) of the
algebra gext

〈 〉 . The action of G∼(12) on equations from the subclass (12) induces
the action of Inn(gext

〈 〉 ) on the subalgebras of the algebra gext
〈 〉 . Consequently, the

classification of possible Lie symmetry extensions in the subclass (12) reduces to
the classification of subalgebras of the algebra sl(2,R), which is well known.

Theorem I.8. A complete list of G∼(12)-inequivalent (and, therefore, G∼(12)-inequi-
valent) Lie symmetry extensions in the subclass (12) is given by Table 2.

Proof. An optimal set of subalgebras of the algebra gext
〈 〉 is given by

{0}, 〈D(1)〉, 〈D(t)〉, 〈D(t2+1)− 1
2 tI〉, 〈D(1), D(t)〉, 〈D(1), D(t), D(t2+1)− 1

2 tI〉.

The zero subalgebra gives the general case with no extension of gunf
V , which is

Case 1 of Table 2.
For the one-dimensional subalgebras, we substitute the corresponding values

of τ , τ = 1, τ = t and τ = t2 + 1 into the classifying condition (15), integrate
the resulting equations with respect to γ and obtain Cases 2a–2c of Table 2,
respectively. Using equivalence transformations that do not change the form of γ,
we can set b = 1 in Case 2a and b > 0 in Cases 2b and 2c.
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Table 2. Results of the group classification of the subclass (12).

no. k1 V Basis of gess
V

1 0 iγ(t)x M, I, G(1)−
(∫
γ(t) dt

)
I, G(t)−

(∫
tγ(t) dt

)
I

2a 1 ibx M, I, G(1)− btI, G(t)− 1
2bt

2I, D(1)

2b 1 ib|t|−3/2x M, I, G(1) + 2bt|t|−3/2I, G(t)− 2b|t|1/2I, D(t)

2c 1 ib(t2 + 1)−3/2x M, I, G(1)− bt(t2 + 1)−1/2I, G(t) + b(t2 + 1)−1/2I,

D(t2 + 1)− 1
2 tI

3 3 0 M, I, G(1), G(t), D(1), D(t), D(t2)− 1
2 tI

Lie symmetry extension given in Case 1 of Table 2 is maximal if and only if the arbitrary element γ
is of the form γ 6= c3|c2t2 + c1t + c0|−3/2 for any real constants c0, c1, c2 and c3 with c0, c1
and c2 not vanishing simultaneously. The real constant b in Cases 2a–2c is nonzero. Moreover,
b = 1 mod G∼ in Case 2a and b > 0 mod G∼ in Cases 2b and 2c.

Similarly, the classifying condition (15) for the two-dimensional subalgebra
gives an overdetermined system of two equations with τ = 1 and τ = t, for which
the only solution is γ = 0. The maximal extension of gunf

V for γ = 0 is three-
dimensional and is given by the last subalgebra of the list. This gives Case 3 of
Table 1.

All cases presented in Table 2 are related to those of Table 1. In the symbol
T.N, used in the following, T denotes the table number and N is the case number
(in Table T). Thus, Cases 2.1, 2.2a and 2.3 coincide with Cases 1.2, 1.4c and 1.6,
respectively. Some cases are connected via equivalence transformations, which are
of the form (3),

2.2b → 1.4a : T = sgn t
4 ln |t|, X0 = Σ = Υ = 0, Φ = 0;

2.2c → 1.4b : T = arctan t, X0 = Σ = Υ = 0, Φ = 0.

Thus, the result of group classification of the class (1) can be reformulated with
involving Table 2.

Corollary I.10. A complete list of inequivalent Lie symmetry extensions in the
class (1) is exhausted by Cases 1, 3 and 5 of Table 1 and the cases collected in
Table 2.

8 Subclass with real-valued potentials
We derive results on group analysis of the subclass SchR of equations of the form (1)
with real-valued potentials using those for the whole class (1). The condition that
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potentials are real valued leads to additional constraints for transformations and
infinitesimal generators.

Theorem I.9. The equivalence groupoid G∼R of the subclass SchR consists of triples
of the form (V, Ṽ , ϕ), where ϕ is a point transformation in the space of variables,
whose components are

t̃ = T, x̃ = ε|Tt|1/2x+X0, (16a)

ψ̃ = a

|Tt|1/4 exp
(
i

8
Ttt
|Tt|

x2 + i

2
εε′X0

t

|Tt|1/2 x+ iΣ
)

(ψ̂ + Φ̂), (16b)

the transformed potential Ṽ is expressed in terms of V as

Ṽ = V

|Tt|
+ 2TtttTt − 3T 2

tt

16ε′T 3
t

x2 + εε′

2|Tt|1/2

(
X0
t

Tt

)
t

x− (X0
t )2

4T 2
t

+ Σt
Tt
, (16c)

T = T (t), X0 = X0(t) and Σ = Σ(t) are arbitrary smooth real-valued functions of
t with Tt 6= 0 and Φ = Φ(t, x) is an arbitrary solution of the initial equation. a is
a nonzero real constant, ε = ±1 and ε′ = sgnTt.

Corollary I.11. The subclass SchR is uniformly semi-normalized with respect
to linear superposition of solutions. Its equivalence group G∼R consists of point
transformations of the form (16) with Φ = 0.

Corollary I.12. The equivalence algebra of the subclass SchR is the algebra

g∼R = 〈D̂R(τ), ĜR(χ), M̂R(σ), ÎR〉

where τ , χ and σ run through the set of smooth real-valued functions of t. The
vector fields D̂R(τ), ĜR(χ), M̂R(σ) and ÎR are given by

D̂R(τ) = τ∂t + 1
2τtx∂x + i

8τttx
2(ψ∂ψ − ψ∗∂ψ∗)

− 1
4τtÎR −

(
τtV −

1
8τtttx

2
)
∂V ,

ĜR(χ) = χ∂x + i

2χtx(ψ∂ψ − ψ∗∂ψ∗) + χtt
2 x∂V ,

M̂R(σ) = iσ(ψ∂ψ − ψ∗∂ψ∗) + σt∂V , ÎR = ψ∂ψ + ψ∗∂ψ∗ .

Corollary I.13. A (1+1)-dimensional linear Schrödinger equation of the form (1)
with a real-valued potential V is equivalent to the free linear Schrödinger equation
with respect to a point transformation if and only if the potential is a quadratic
polynomial in x, i.e., V = γ2(t)x2 + γ1(t)x + γ0(t) for some smooth real-valued
functions γ0, γ1 and γ2 of t.

A study of the determining equations for Lie symmetries of equations from the
subclass SchR shows that the classifying condition in this case is of the form (9)
with ρt = − 1

4τtt,

τVt +
(

1
2τtx+ χ

)
Vx + τtV = 1

8τtttx
2 + 1

2χttx+ σt. (17)
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The kernel invariance algebra g∩R of the subclass SchR coincides with the kernel
invariance algebra g∩ of the whole class (1), cf. Proposition 1.

Theorem I.10. The maximal Lie invariance algebra gV of an equation LV from
the subclass SchR is spanned by the vector fields DR(τ), G(χ), I, σM and Z(η0),
where

DR(τ) := D(τ)− 1
4τtI = τ∂t + 1

2τtx∂x + 1
8τttx

2M − 1
4τtI,

G(χ) = χ∂x + 1
2χtxM, M = iψ∂ψ − iψ∗∂ψ∗ , I = ψ∂ψ + ψ∗∂ψ∗ ,

Z(η0) = η0∂ψ + η0∗∂ψ∗ ,

the parameters τ , χ and σ run through the set of real-valued smooth functions of
t satisfying the classifying condition (17), and η0 runs through the solution set of
the equation LV .

It is obvious that properties of appropriate subalgebras for the subclass SchR
can be obtained by specifying the same properties of appropriate subalgebras for
the whole class (1). Thus, inequivalent cases of real-valued potentials admitting
Lie symmetry extensions can be singled out from the classification list presented in
Table 1. We note, however, that the group classification of real-valued potentials
can be easily carried out from the outset.

Theorem I.11. A complete list of inequivalent Lie symmetry extensions in the
subclass SchR is given in Table 3.

Table 3. The classification list for real-valued potentials.

no. k1 k2 V Basis of gess
V

1 0 0 V (t, x) M, I

2 1 0 V (x) M, I, D(1)

3 3 0 cx−2 M, I, D(1), D(t), D(t2)− 1
2 tI

4 3 2 0 M, I, D(1), D(t), D(t2)− 1
2 tI, G(1), G(t)

Lie symmetry extensions given in Table 3 are maximal if and only if the potential V does not
satisfy an equation of the form (17) in Case 1 and V 6= b2x2 + b1x+ b0 + c(x+ a)−2 for any real
constants a, b0, b1, b2 and c in Case 2. The real constant c in Case 3 is nonzero.

Proof. The proof follows the same pattern as Theorem I.5, and we sketch the
proof by considering the invariants k1 and k2. The case k2 = 0 is split into the
three subcases k1 = 0, k1 = 1 and k1 > 2. The proof for each subcase is the same
as for Theorem I.5 except that the parameter ρ in each Lie symmetry vector field
satisfies the equation ρt = − 1

4τtt. If k2 = 2, then the algebra gess
V contains a vector



9 Conclusion 75

field Q1 = G(χ1) + σ1M + ρ1I, where the parameters χ1 and σ1 are real-valued
smooth functions of t with χ1 6= 0 and ρ1 is a real constant. Combining Q1 with I
and using G∼-equivalence, we may assume that Q1 = G(1). The equation LV is
invariant with respect to G(1) if and only if the potential V does not depend on x.
Then the equation LV is equivalent to the free linear Schrödinger equation.

9 Conclusion
In this paper we have completely solved the group classification problem for (1+1)-
dimensional linear Schrödinger equations with complex-valued potentials. The
classification list is presented in Theorem I.5 or, equivalently, in Corollary I.10.
This also gives the group classifications for the larger class of similar equations
with variable mass and for the smaller class of such equations with real-valued
potentials. We have introduced the notion of uniformly semi-normalized classes of
differential equations and developed a special version of the algebraic method of
group classification for such classes. This is, in fact, the main result of the paper.
The class (1) has the specific property of uniform semi-normalization with respect
to linear superposition transformations, which is quite common for classes of ho-
mogeneous linear differential equations. Within the framework of the algebraic
method, the group classification problem of the class (1) reduces to the classifi-
cation of appropriate low-dimensional subalgebras of the associated equivalence
algebra g∼.

We show that the linear span g〈 〉 of the vector fields from the maximal Lie
invariance algebras of equations from the class (1) is itself a Lie algebra. For
each potential V , the maximal Lie invariance algebra gV of the equation LV from
the class (1) is the semi-direct sum of a subalgebra gess

V , of dimension not greater
than seven, and an infinite dimensional abelian ideal glin

V , which is the trivial part
of gV and is associated with the linear superposition principle, gV = gess

V ∈ glin
V .

The above representation of gV ’s yields a similar representation for g〈 〉 =
∑
V gV ,

g〈 〉 = gess
〈 〉 ∈ glin

〈 〉 , where gess
〈 〉 =

∑
V gess

V is a (finite-dimensional) subalgebra of g〈 〉,
and glin

〈 〉 =
∑
V glin

V is its abelian ideal. The projection of the equivalence algebra g∼
of the class (1) on the space of variables coincides with gess

〈 〉 . Thus, two objects,
gess
〈 〉 and g∼, are directly related to the class (1) and consistent with each other.

This is why we classify appropriate subalgebras of gess
〈 〉 up to G∼-equivalence, each

of which coincides with gess
V for some V .

The partition into classification cases is provided by two nonnegative integers
k1 and k2, which are characteristic invariants of subalgebras of gess

〈 〉 . This leads to
two equivalent classification lists for the potential V depending on which of these
invariants is assumed as the leading invariant. The list presented in Table 1 (resp.
described in Corollary I.10) is constructed under the assumption that the invari-
ant k1 (resp. k2) is leading. Each of the lists consists of eight G∼-inequivalent
families of potentials. We have proved that for appropriate subalgebras the invari-
ant k2 can take only two values: 0 and 2, and the invariant k1 is not greater than
three. Further, the invariant k1 cannot equal two for appropriate subalgebras due
to the fact that the corresponding subalgebras cannot be maximal Lie symmetry
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algebras for equations from the class (1). At the same time, the proof of the con-
dition k1 6= 2 needs realizing the major part of the group classification of the class
under study.

The cases in the second list for which k2 = 0 coincide with those from the
first list. For k2 = 2, the group classification of the class (1) reduces to the group
classification of its subclass (12). This subclass is uniformly semi-normalized with
respect to a larger family of point symmetry groups than the corresponding groups
of linear superposition transformations, which makes the subclass (12) a useful
example for group analysis of differential equations. For each equation LV from
the subclass, the essential part gess

V of its maximal Lie invariance algebra gV can
be written as gess

V = gext
V ∈ (gunf

V ∩ gess
〈 〉 ), where gunf

V is an ideal of gV and has a
similar structure for all equations from the subclass, and gext

V is a subalgebra of
gess
V . The vector fields from all gext

V ’s of equations from the subclass (12) constitute
the algebra gext

〈 〉 , which is contained in the projection of the equivalence algebra
of the subclass (12) and is isomorphic to the algebra sl(2,R). Therefore, the
classification of subalgebras of sl(2,R) (which is well known) yields the solution of
the group classification problem of the subclass (12), whose result is presented in
Table 2.

Since the subclass SchR of (1+1)-dimensional linear Schrödinger equations with
real-valued potentials is important for applications, we have given its group clas-
sification separately by singling out related results from the group classification of
the class (1). Since the subclass SchR is also uniformly semi-normalized with re-
spect to linear superposition of solutions, this procedure can be realized within the
framework of the algebraic approach by specifying the properties of appropriate
subalgebras for the case of real-valued potentials.

Furthermore, the semi-normalization of the above classes of linear Schrödinger
equations guarantees that there are no additional point equivalence transforma-
tions between classification cases listed for each of these classes.

The new version of the algebraic method that is given in Section 3 and then
applied to the symmetry analysis of the class (1) can be regarded as a model
for optimizing the group classification of other classes of differential equations
(including higher-dimensional cases). We intend to extend our approach to multi-
dimensional linear Schrödinger equations with complex-valued potentials. In this
context, it seems that the technique used in the proof of Theorem I.5 is more useful
for generalizing to the multidimensional case than the alternative proof presented
in Section 7.
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We investigate the group classification problem for (1+n)-dimensional linear
Schrödinger equations with complex-valued potentials using the algebraic ap-
proach for arbitrary n > 1. We compute the equivalence groupoid of the class by
the direct method in finite form and we show that this class of equations has the
property of being uniformly semi-normalized with respect to linear superposition
of solutions. We also find it convenient to consider a slight weakening of this prop-
erty and we introduce the notion of weakly uniformly semi-normalized classes of
differential equations. These properties allow us to reduce the group classification
for this type of equation to the classification of certain low-dimensional subalge-
bras of the associated equivalence algebra. For n = 2 we give a complete group
classification of these equations.

1 Introduction
The theory of group classification plays a central role in the symmetry analysis of
differential equations and its application to physics. This theory originated from
the work of Sophus Lie on the study of infinitesimal point symmetries of ordinary
and partial differential equations [20], [21]. The study of Schrödinger equations
within this framework dates back to the beginning of the 1970s. Lie symmetries
of linear Schrödinger equations with real-valued potentials were studied in [4],
[23], [25], [26], [27], [28]. Nonlinear Schrödinger equations have also been studied
from the point of view of symmetry classification in [5], [9], [10], [11], [12], [13],
[14], [33], [35], [41]. However, the Lie symmetries of linear Schrödinger equations
with complex potentials have not been studied although such equations have been
of interest in quantum mechanics, condensed matter physics and quantum field
theory [2], [8], [22], [24].
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In this paper we consider the class F of (1+n)-dimensional (n > 1) linear
Schrödinger equations with real- and complex-valued potentials consisting of equa-
tions of the form

iψt + ψaa + V (t, x)ψ = 0, (1)

where t and x = (x1, . . . , xn) are real independent variables, ψ is a complex-valued
function and V (t, x) is an arbitrary smooth complex-valued potential. Here and
in the following, expressions such as Vt and Va denote differentiation with respect
to t and xa, respectively and the indices a, b, c, and d run from 1 to n. We use
the summation convention for repeated indices.

The group classification of the class F with n = 1 was carried out in [18] and a
complete list of inequivalent Lie symmetry algebras together with their correspond-
ing families of potentials was obtained. The group classification of the subclass of
(1+1)-dimensional linear Schrödinger equations with real-valued potentials V was
also obtained using the solution of the group classification problem for the class F .
The case of the class F in dimension 1+2 was dealt with in [19]. The treatment in
this case becomes somewhat more involved since rotations in the space-variables
enter the picture.

The present paper generalizes results obtained in [18], [19] to 1 +n-dimensions
for n > 1. We find the equivalence groupoid G∼, the equivalence group G∼ and
the equivalence algebra g∼ for the class F . We analyze the system of determining
equations for Lie symmetries of equations from the class F and study properties
of subalgebras of g∼ whose projections to the space of independent and dependent
variables are essential Lie invariance algebras of equations from the class F . In
particular, we prove that the dimensions of these invariance algebras is less than
or equal to n(n + 3)/2 + 5. For n = 2 we solve completely the group classifica-
tion problem for the class F . This involves developing the theory of uniformly
semi-normalized classes of differential equations that was presented in [18].

The structure of this paper is the following: Basic notions and some results
related to group classification of differential equations are briefly reviewed in Sec-
tion 2. In Section 3 we define what is meant by a uniformly semi-normalized class
and uniform semi-normalization with respect to a proper subgroup of an equiv-
alence group. In Section 4 we introduce the new notion of a weakly uniformly
semi-normalized class. We then study the properties of such classes and compare
them with those of uniformly semi-normalized classes. In Section 5 we compute
the equivalence groupoid G∼ of the class F for an arbitrary value n > 1. The
equivalence group G∼ and equivalence algebra g∼ of the class F are obtained in
Section 6. It is shown that the class F is uniformly semi-normalized with respect
to linear superposition of solutions. In Section 7, we derive and partially solve the
determining equations for the Lie symmetries of equations from the class F , thus
obtaining the general form of Lie symmetry generators, the kernel invariance alge-
bra g∩ as well as the classifying condition for Lie symmetries. Section 8 is devoted
to properties of subalgebras of g∼ that are appropriate as maximal Lie invari-
ance algebras of equations from class F . The solution of the group classification
problem of the class F in the case n = 2 is completed in Section 9.
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2 Basics notions of group classification
In order to make the presentation self-contained, we briefly define the notions
of a class (of systems) of differential equations, point transformations for such
classes as well as equivalence groups and symmetry groups for these classes. More
details can be found in [3], [34], [35]. In this and the following two sections we
use a notation for independent and dependent variables that differs from that of
the other sections: x = (x1, . . . , xn) denotes the complete n-tuple of independent
variables and u = (u1, . . . , um) is the m-tuple of dependent variables (that is,
functions of the independent variables).

Consider a system of differential equations Lθ: L(x, u(p), θ(q)(x, u(p))) = 0,
which is parameterized by a tuple of arbitrary elements

θ(x, u(p)) = (θ1(x, u(p)), . . . , θk(x, u(p))),

where u(p) stands for the set of the dependent variables u together with all deriva-
tives of u with respect to x up to and including order p. Here θ(q) denotes the tuple
of derivatives of θ with respect to x and u(p) up to order q. The arbitrary elements
θ(x, u(p)) run through the set S of solutions of an auxiliary system of differen-
tial equations S(x, u(p), θ(q′)(x, u(p))) = 0 and differential inequalities of the form
Σ(x, u(p), θ(q′)(x, u(p))) 6= 0, where both x and u(p) play the role of independent
variables, and S and Σ are tuples of smooth functions depending on x, u(p) and
θ(q′). Other kinds of inequalities are also possible. We denote the class of systems
Lθ with arbitrary elements θ running through S by L|S , i.e., L|S := {Lθ | θ ∈ S}.

Let Lθ and Lθ̃ be systems from the class L|S . The set of point transformations
of the space with local coordinates (x, u) that map the system Lθ to the system
Lθ̃ is denoted by T(θ, θ̃). The set of admissible transformations of the class L|S is
defined by

G∼ := {(θ, θ̃, ϕ) | θ, θ̃ ∈ S, ϕ ∈ T(θ, θ̃)}

and it has the structure of the groupoid with respect to composition of maps: the
composition φ ◦ψ of two maps φ ∈ T(θ, θ̃), ψ ∈ T(θ′, θ̃′) is possible only if θ̃ = θ′.
We call G∼ the equivalence groupoid of the class L|S (see [3]).

A (usual) equivalence transformation T for the class L|S is a point transfor-
mation of the space with local coordinates (x, u(p), θ) whose action is projectable
to the space with local coordinates (x, u(p′)) for any p′ with 0 6 p′ 6 p, so that its
restriction T |(x,u(p′)) acting on the jet space Jp′(Rn,Rm) with local coordinates
(x, u(p′)) is the p′th order prolongation of T |(x,u) (to the jet space Jp′(Rn,Rm)
with local coordinates (x, u(p′))) and such that it maps every system from the
class L|S to another system belonging to the same class. The collection of all such
transformations is called the (usual) equivalence group G∼ of the class L|S . The
equivalence algebra g∼ of the class L|S is defined to be the Lie algebra consisting
of the generators of one-parameter subgroups of the group G∼.

The maximal point symmetry group Gθ of the system Lθ, θ ∈ S, is defined to
be the (pseudo)group of transformationsGθ acting on the space of independent and
dependent variables and mapping the solution set of Lθ onto itself, that is Gθ =
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T(θ, θ). The kernel group G∩ of the class L|S is then defined as the intersection
G∩ :=

⋂
θ∈S Gθ (that is, G∩ is the set of all symmetries admitted by all the

individual systems Lθ of the class L|S). The algebra gθ consisting of all the
generators of one-parameter subgroups of the maximal point symmetry group Gθ
is called the maximal Lie invariance algebra of the system Lθ and the algebra g∩

consisting of all the generators of one-parameter subgroups of the kernel group G∩
is called the kernel invariance algebra of the class L|S .

With these definitions we can formulate the group classification problem of the
class L|S as follows: Given the class of differential equations L|S , find all G∼-
inequivalent values of θ ∈ S for which the corresponding maximal Lie invariance
algebras, gθ, are larger than the kernel invariance algebra g∩.

The study of group classification problems is based on the infinitesimal invari-
ance criterion [30], [32]. For a system Lθ ∈ L|S , a vector field Q = ξi(x, u)∂xi +
ηa(x, u)∂ua belongs to the maximal Lie invariance algebra gθ of Lθ if and only if
the condition

Q(p)L(x, u(p), θ(q)(x, u(p))) = 0

holds on the manifold defined by the system Lpθ, which is defined as being Lθ
together with all its differential consequences of order up to and including p, subject
to the condition that Lpθ be locally solvable and of maximal rank (for these two
notions, see [30]). Lpθ is a submanifold of the jet space Jp(Rn,Rm). The pth
prolongation of the vector field Q is the vector field

Q(p) = Q+
∑

0<|α|6p

(
Dα1

1 · · ·Dαn
n

(
ηa − ξiuai

)
+ ξiuaα+δi

)
∂uaα

in the jet space J (p), where the tuple α = (α1, . . . , αn) is a multi-index, |α| :=
α1 + · · ·+ αn, αi ∈ N ∪ 0, and δi is the multi-index whose i-th entry equals 1 and
whose other entries are zero. The indices i and a run from 1 to n and from 1 to m,
respectively, and we assume summation with respect to repeated indices. The vari-
able uaα of the jet space J (p) is identified with the derivative ∂|α|uα/∂xα1

1 . . . ∂xαnn .
Di = ∂i+uaα+δi∂uaα is the total derivative operator with respect to the variable xi.

After splitting with respect to different powers of the derivatives of u, the in-
finitesimal invariance criterion gives a linear (usually overdetermined) system of
determining equations for the components of Lie symmetry vector fields of a sys-
tem Lθ from the class L|S . The solution of this system depends of course on the
structure of the class L|S . Those determining equations that do not involve the
arbitrary elements can (usually) be integrated immediately, and their general so-
lution gives a preliminary form of the components of the Lie symmetry generators.
The remained equations, containing arbitrary elements, constitute the classifying
condition for the Lie symmetries of the systems from the class L|S . Splitting these
equations with respect to the derivatives of the arbitrary elements and solving
the system that arises in this way, we obtain the kernel invariance algebra g∩. In
order to classify the Lie symmetry extensions in the class L|S , one analyzes the
classifying condition up to G∼-equivalence.

One approach to analyzing the classifying condition is to use the algebraic
method of group classification, but this depends on whether or not the class is
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normalized. We say that a class of differential equations L|S is normalized if its
equivalence groupoid G∼ is induced by elements of its equivalence group G∼,

G∼ = {(θ, T θ, T |(x,u)) | θ ∈ S, T ∈ G∼}.

The class L|S is said to be semi-normalized if each element of its equivalence
groupoid is generated by an equivalence transformation and point symmetry trans-
formations of the corresponding initial or transformed system. It is obvious that
any normalized class of differential equations is semi-normalized. If the class L|S is
normalized, its group classification reduces to classifying subalgebras of the equiv-
alence algebra g∼ (and of the projection of this algebra to the space with local
coordinates (x, u)) of the class, up to G∼-equivalence. If the class is not normal-
ized, one may try to partition it into normalized subclasses. More details on the
algebraic method of group classification can be found in [3], [35].

3 Uniformly semi-normalized classes
In [18, Section 3], we gave a definition of a uniformly semi-normalized class of
differential equations L|S which was sufficient for most purposes in our previous
investigation. Here we redefine the notion of a uniformly semi-normalized class in
order to extend it to more general situations than:

Definition II.1. Given a class of differential equations L|S with equivalence
groupoid G∼ and (usual) equivalence group G∼, suppose that there exists a sub-
group H of G∼, and for each θ ∈ S the point symmetry group Gθ of the sys-
tem Lθ ∈ L|S contains a subgroup Nθ such that the family NS = {Nθ | θ ∈ S} of
all these subgroups satisfies the following properties:

1. For any (θ′, θ′′, ϕ) ∈ G∼ there exist ϕ′ ∈ Nθ′ , ϕ′′ ∈ Nθ′′ and T ∈ H such
that θ′′ = T θ′ and ϕ = ϕ′′(T |(x,u))ϕ′.

2. NT θ = T |(x,u)Nθ(T |(x,u))−1 for any θ ∈ S and any T ∈ H.

3. H|(x,u) ∩Nθ = {id} for any θ ∈ S.

Here T |(x,u) and H|(x,u) denote the restrictions of T and H to the space with
local coordinates (x, u): H|(x,u) = {T |(x,u) | T ∈ H}, and id is the identity
transformation in this space. We then say that the class of differential equa-
tions L|S is uniformly semi-normalized with respect to the subgroup H of G∼ and
the symmetry-subgroup family NS .

The case H|(x,u) = {id} is degenerate and is not of interest for group analy-
sis. However, if H coincides with the entire equivalence group G∼, we have the
simplest (and commonest) type of uniformly semi-normalized classes.

The third property in Definition II.1 just says that no transformation, other
than the identity transformation, in H is induced by a symmetry transformation
from the family NS .

The term “uniformly” is justified by the second property and by the fact that, in
practically relevant examples of such classes, all the subgroups Nθ’s are isomorphic
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to each other or at least have a similar structure (in particular, they are of the
same dimension).

The factorization of ϕ in the first property implies that the triple (θ′, θ′′, T |(x,u))
is the composition of the admissible transformations (θ′, θ′, (ϕ′)−1), (θ′, θ′′, ϕ) and
(θ′′, θ′′, (ϕ′′)−1). Therefore, this triple itself is an admissible transformation in
the class L|S . Since the systems Lθ′′ and LT θ are obtained from the system Lθ
by the same point transformation T |(x,u), they coincide as systems of differential
equations and define equivalent systems of algebraic equations in the underlying jet
space. In other words, the arbitrary-element tuples θ′′ and T θ are gauge equivalent,
denoted symbolically as θ′′ g∼ T θ. If the gauge equivalence within the class L|S
is trivial, that is, each the arbitrary-element tuple is gauge equivalent to itself
only, we obtain the relation θ′′ = T θ′. Consequently, for classes with trivial
gauge equivalence this relation can be omitted in the definition of uniform semi-
normalization as a consequence of the factorization of ϕ.

The relation θ′′ = T θ′ with T ∈ H implies that the systems Lθ′ and Lθ′′ are
H-equivalent, which gives the following obvious result:

Proposition II.1. If the class L|S is uniformly semi-normalized with respect to a
subgroup H of G∼ and a symmetry-subgroup family NS = {Nθ | θ ∈ S}, then sys-
tems from this class are similar (that is, they are related by point transformations)
if and only if they are H-equivalent.

The first property of Definition II.1 means that the entire equivalence groupoid
G∼ is generated by distinguished equivalence transformations and transformations
from uniform point symmetry groups. By the second property, one of the symme-
try transformations, ϕ′ or ϕ′′, in the corresponding representation of admissible
transformations can be taken to be the identity, and then, by the third property,
the other components are defined uniquely.

Proposition II.2. If the class L|S is uniformly semi-normalized with respect to a
subgroup H of G∼ and a symmetry-subgroup family NS = {Nθ | θ ∈ S}, then for
any (θ′, θ′′, ϕ) ∈ G∼ there exist a unique ϕ′ ∈ Nθ′ (resp. a unique ϕ′′ ∈ Nθ′′) and
a unique T ∈ H such that θ′′ = T θ′ and ϕ = T |(x,u)ϕ

′ (resp. ϕ = ϕ′′(T |(x,u))).

Proof. We fix an arbitrary admissible transformation (θ′, θ′′, ϕ) of the class L|S .
The first of the properties in the definition of uniform semi-normalization of L|S
guarantees the existence ϕ̂′ ∈ Nθ′ , ϕ̂′′ ∈ Nθ′′ and T ∈ H such that θ′′ = T θ′
and ϕ = ϕ̂′′(T |(x,u))ϕ̂′. By the second property, for a given choice of T , there
exist ϕ̌′ ∈ Nθ′′ and ϕ̌′′ ∈ Nθ′ such that T |(x,u)ϕ̂

′ = ϕ̌′(T |(x,u)) and ϕ̂′′(T |(x,u)) =
T |(x,u)ϕ̌

′′. Then

ϕ = T |(x,u)ϕ̌
′′ϕ̂′ = T |(x,u)ϕ

′ and ϕ = ϕ̂′′ϕ̌′(T |(x,u)) = ϕ′′(T |(x,u)),

where ϕ′ = ϕ̌′′ϕ̂′ and ϕ′′ = ϕ̂′′ϕ̌′. This proves the existence of ϕ′ and ϕ′′.
To prove uniqueness, we suppose that there exist T̃ ∈ H and ϕ̃′ ∈ Nθ′ such

that ϕ = T |(x,u)ϕ
′ = T̃ |(x,u)ϕ̃

′. This implies

(T̃ |(x,u))−1T |(x,u) = ϕ̃′(ϕ′)−1 ∈ H|(x,u) ∩Nθ = {id},



88 Paper II

and hence T̃ |(x,u) = T |(x,u) and ϕ̃′ = ϕ′. The uniqueness of the second represen-
tation for ϕ is proved in the same way.

The second property can be interpreted as the equivariance of the map S 3
θ 7→ (θ,Nθ) under the actions of H on S and on {(θ,Kθ) | θ ∈ S, Kθ 6 Gθ}. If
the first property of Definition II.1 holds, the equivariance under the action of the
subgroup H implies the equivariance under the action of the entire group G∼.
Indeed, for an arbitrary θ ∈ S and T ∈ G∼ we have (θ, T θ, T |(x,u)) ∈ G∼,
and then by Proposition II.2 the transformation T |(x,u) admits the representation
T |(x,u) = T̃ |(x,u)ϕ for some T̃ |(x,u) ∈ H and some ϕ ∈ Nθ. Then T θ = T̃ θ and

T |(x,u)Nθ(T |(x,u))−1 = T̃ |(x,u)ϕNθϕ
−1(T̃ |(x,u))−1 = T̃ |(x,u)Nθ(T̃ |(x,u))−1

= NT̃ θ = NT θ.

Thus, we obtain the following:

Proposition II.3. If the class L|S is uniformly semi-normalized with respect to
a subgroup H of G∼ and a symmetry-subgroup family NS = {Nθ | θ ∈ S}, then
NT θ = T |(x,u)Nθ(T |(x,u))−1 for any θ ∈ S and any T ∈ G∼.

Each normalized class of differential equations is uniformly semi-normalized
with respect to the improper subgroup H = G∼ and the trivial family NS , that is
NS consists of just the identity transformation. It is also clear that each uniformly
semi-normalized class is semi-normalized. However, there are semi-normalized
classes that are not uniformly semi-normalized, which was illustrated in [18, Sec-
tion 3] by the class ND of nonlinear diffusion equations of the form ut = (f(u)ux)x
with fu 6= 0.

The group classification of uniformly semi-normalized classes depends crucially
on the theorem on splitting of symmetry groups in uniformly semi-normalized
classes:

Theorem II.1. Suppose that the class of differential equations L|S is uniformly
semi-normalized with respect to a subgroup H of G∼ and a symmetry-subgroup
family NS = {Nθ | θ ∈ S}. Then for each θ ∈ S the point symmetry group Gθ
of the system Lθ ∈ L|S splits over Nθ. That is, Nθ is a normal subgroup of Gθ,
Gess
θ = H|(x,u)∩Gθ is a subgroup of Gθ, and the group Gθ is the semidirect product

of Gess
θ acting on Nθ, Gθ = Gess

θ nNθ.

Proof. We fix an arbitrary θ ∈ S and take an arbitrary ϕ ∈ Gθ. Then (θ, θ, ϕ) ∈
G∼ and, by the first property of Definition II.1, the transformation ϕ admits the
factorization ϕ = T |(x,u)ϕ

1 for some T ∈ H and some ϕ1 ∈ Nθ. The element Nθ
of the family NS is a subgroup of Gθ, Nθ < Gθ and hence the transformation
ϕ0 := T |(x,u) = ϕ(ϕ1)−1 also belongs to Gθ, and consequently to H|(x,u) ∩Gθ =:
Gess
θ , which is a subgroup of Gθ since it is intersection of two groups. This implies

that for any ϕ ∈ Gθ we have the representation ϕ = ϕ0ϕ1, where ϕ0 ∈ Gess
θ and

ϕ1 ∈ Nθ.
Since H|(x,u) ∩Nθ = {id} by the third property of Definition II.1, the intersec-

tion Gess
θ ∩Nθ also contains only the identity transformation.
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For an arbitrary ϕ ∈ Gθ and an arbitrary ϕ̃ ∈ Nθ, consider the composi-
tion ϕϕ̃ϕ−1. As an element of Gθ, the transformation ϕ admits the factorization
ϕ = ϕ0ϕ1 for some ϕ0 ∈ Gess

θ and some ϕ1 ∈ Nθ. Since Gess
θ < H|(x,u), there

exists a T ∈ H such that T θ = θ and ϕ0 = T |(x,u). By the second prop-
erty of Definition II.1, we obtain Nθ = ϕ0Nθ(ϕ0)−1. Hence we have ϕϕ̃ϕ−1 =
ϕ0ϕ1ϕ̃(ϕ1)−1(ϕ0)−1 ∈ Nθ. Thus we have that Nθ is a normal subgroup of Gθ,
Nθ CGθ, and so Gθ = Gess

θ nNθ.

The members of the family NS = {Nθ | θ ∈ S} are called uniform point
symmetry groups of the systems from the class L|S with respect to the subgroupH
of G∼. The subgroup Gess

θ is called the essential point symmetry group of the
system Lθ associated with the uniform point symmetry group Nθ. The existence of
a family of uniform point symmetry groups trivializes them in the following sense:
since Gθ splits over Nθ for each θ, then we only need to find the subgroup Gess

θ in
order to construct Gθ.

The infinitesimal version of Theorem II.1 may be called the theorem on splitting
of invariance algebras in uniformly semi-normalized classes. This result follows
immediately from Theorem II.1 if we replace the groups with the corresponding
algebras of generators of the one-parameter subgroups of these groups:

Theorem II.2. Suppose that a class of differential equations L|S is uniformly
semi-normalized with respect to a subgroup H of G∼ and a family of symmetry
subgroups NS = {Nθ | θ ∈ S}, and h is a subalgebra of the equivalence algebra g∼

of this class that corresponds to the subgroup H. Then for each θ ∈ S the Lie
algebras gess

θ and nθ that are associated with the groups Gess
θ and Nθ are, respec-

tively, a subalgebra and an ideal of the maximal Lie invariance algebra gθ of the
system Lθ ∈ L|S . Moreover, the algebra gθ is the semi-direct sum gθ = gess

θ ∈ nθ,
and gess

θ = h|(x,u) ∩ gθ, where h|(x,u) denotes the restriction of h to the space with
local coordinates (x, u).

In view of Proposition II.1 and Theorem II.2, the group classification prob-
lem for a uniformly semi-normalized class L|S is solved in the following way:
when computing the equivalence groupoid G∼ and analyzing its structure, we
construct a subgroup H of G∼ and a family of uniform point symmetry groups
NS = {Nθ | θ ∈ S}, which then establishes the uniformly semi-normalization of
the class L|S and yields the corresponding uniform Lie invariance algebras nθ’s.
The subgroup Gess

θ = H|(x,u) ∩Gθ and the subalgebra gess
θ = h|(x,u) ∩ gθ which are

the complements of Nθ and nθ in Gθ and gθ, respectively, are in general not known
on this step. By Theorem II.2, we have for each θ ∈ S that the maximal Lie invari-
ance algebra gθ of the system Lθ is given by the semi-direct sum gθ = gess

θ ∈nθ. The
essential Lie invariance algebras are subalgebras of h|(x,u) and are pushforwards
of each other under equivalence transformations from H: gess

T θ = (T |(x,u))∗gess
θ for

T ∈ H. We call a subalgebra of h|(x,u) appropriate if it coincides with the essential
Lie invariance algebra of some system from the class L|S . By Proposition II.1, H-
equivalence can replace G∼-equivalence and even G∼-equivalence. Thus, we have
the following:
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Proposition II.4. Let the class L|S be uniformly semi-normalized with respect
to a subgroup H of G∼ and a symmetry-subgroup family NS , and let g∼ be the
equivalence algebra of this class. Let h be the subalgebra of g∼ corresponding to
the subgroup H. Then the solution of the group classification problem for the
class L|S reduces to the classification, up to H-equivalence, of appropriate subal-
gebras of h|(x,u) or, equivalently, of the algebra h itself.

Example II.1
An important case of uniformly semi-normalized classes is given by classes of ho-
mogeneous linear systems of differential equations. Consider a class L|S of homo-
geneous linear systems of differential equations that is uniformly semi-normalized
with respect to its entire equivalence group and the family Nlin = {Glin

θ | θ ∈ S},
where for each θ the group Glin

θ consists of the linear superposition transforma-
tions x̃j = xj , ũa = ua + ha(x), with the tuple h running through the solution
set of Lθ. We say that the class L|S is uniformly semi-normalized with respect to
linear superposition of solutions. See [18] for details.

There are classes of differential equations that are uniformly semi-normalized
only with respect to proper subgroups of the corresponding equivalence groups.

Example II.2
The first example of such a class was constructed in [18] in the course of the group
classification of (1+1)-dimensional linear Schrödinger equations with complex-
valued potentials depending on (t, x). More specifically, let n = 1. Consider
the subclass of the class F , where the potentials are pure imaginary and linear
with respect to x. This subclass can be reparameterized to the class of equations
of the form

Eγ : iψt + ψxx + iγ(t)xψ = 0, (2)

where γ is an arbitrary smooth real-valued function of t, which is the only arbitrary
element. We shall use the notation β̂ for complex numbers β where β̂ is defined as
follows: β̂ = β if Tt > 0 and β̂ = β∗ if Tt < 0. The equivalence groupoid G∼(2) of the
class (2) consists of triples of the form (γ, γ̃, ϕ), where ϕ is a point transformation
in the space of variables with components

t̃ = T := a1t+ a0

a3t+ a2
, x̃ = ε|Tt|1/2x+ b1T + b0, (3a)

ψ̃ = exp
(
i

8
Ttt
|Tt|

x2 + i

2εb1|Tt|1/2x− ε
∫
γ
b1T + b0

|Tt|1/2 dt− i b
2
1
4 T
)

c

|Tt|1/4 (ψ̂ + Φ̂),
(3b)

the relation between γ and γ̃ is given by

γ̃ = εε′

|Tt|3/2 γ, (3c)
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a0, a1, a2, a3, b0 and b1 are arbitrary real constants with a1a2 − a0a3 =: ε′ = ±1,
c is a nonzero complex constant, Φ = Φ(t, x) is an arbitrary solution of the initial
equation Eγ , and ε = ±1. The (usual) equivalence group G∼(2) of the class (2)
consists of point transformations in the extended space with local coordinates
(t, x, ψ, ψ∗, γ) with components of the form (3), where b0 = b1 = 0 and Φ = 0. For
each γ, the equation Eγ admits the group Gunf

γ of point symmetry transformations
of the form (3a)–(3b) with T = t and ε = 1. Elements of the kernel symmetry
group G∩(2) of the class (2) satisfy additionally the constraints b0 = b1 = 0 and
Φ = 0, that is, they consist of the ‘scalings’ of ψ by nonzero complex numbers,
ϕc: t̃ = t, x̃ = x, ψ̃ = cψ. The class (2) is uniformly semi-normalized with respect
to the family N = {Gunf

γ } and the subgroup H of G∼(2) singled out from G∼(2)
by the constraint c = 1. Admissible transformations related to the parameters
b0 and b1 have no counterparts among the equivalence transformations and thus,
for a proper interpretation within the framework of uniform semi-normalization,
their transformational parts must be included in uniform symmetry groups for the
corresponding values of γ. The transformations ϕc with |c| = 1, are compositions
of transformational parts of this type for any value of γ and thus necessarily
belongs to any possible uniform symmetry groups of the class (2). Since the
transformations ϕc belongs to the kernel symmetry group of the class (2), which
can be embedded to the equivalence group G∼(2) via trivial prolongation of its
transformations to the arbitrary element γ, the class (2) is not uniformly semi-
normalized with respect to the entire equivalence group G∼(2).

4 Weakly uniformly semi-normalized classes
From the results of Section 3, we see that the group classification problem can be
solved by the algebraic method for classes that possess at least the first and second
properties of Definition II.1.

Definition II.2. If a class of differential equations L|S satisfies the first two
conditions of Definition II.1, we say that L|S is weakly uniformly semi-normalized
with respect to the subgroup H of G∼ and the symmetry-subgroup family NS .

It is obvious that uniformly semi-normalized classes form a special case of
weakly uniformly semi-normalized classes. Proposition II.1 is still true for weakly
uniformly semi-normalized classes. In Proposition II.2 we just lose the uniqueness
of the representation components. Proposition II.3 also holds for weakly uniformly
semi-normalized classes. However, Theorem II.1 has to be reformulated for this
case since the splitting of Gθ over Nθ is then not guaranteed:

Theorem II.3. Suppose that the class of differential equations L|S is weakly uni-
formly semi-normalized with respect to a subgroup H of G∼ and a symmetry-
subgroup family NS = {Nθ | θ ∈ S}. Then for each θ ∈ S, Nθ is a normal
subgroup of Gθ, Gess

θ = H|(x,u) ∩Gθ is a subgroup of Gθ, and the group Gθ is the
Frobenius product of Gess

θ and Nθ, Gθ = Gess
θ Nθ.
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Proof. As in the proof of Theorem II.1, we find that: H|(x,u) ∩ Gθ =: Gess
θ is a

subgroup of Gθ as it is the intersection of two groups; any ϕ ∈ Gθ admits the
representation ϕ = ϕ0ϕ1, where ϕ0 ∈ Gess

θ and ϕ1 ∈ Nθ, i.e., Gθ ⊆ Gess
θ Nθ, and

since Gθ ⊇ Gess
θ Nθ, then Gθ = Gess

θ Nθ; Nθ is a normal subgroup of Gθ.

We should emphasize that the product of Gess
θ and Nθ in Theorem II.3 is

in general a product of subgroups (with nontrivial intersection) as a product of
subsets of groups but not a semidirect product of subgroups since the the third
property of Definition II.1 does not necessarily hold, and so the condition Gess

θ ∩
Nθ = {id} may not hold.

Theorem II.2 needs minimal modifications:

Theorem II.4. Suppose that a class of differential equations L|S is weakly uni-
formly semi-normalized with respect to a subgroup H of G∼ and a family of sym-
metry subgroups NS = {Nθ | θ ∈ S}, and h is a subalgebra of g∼ that corresponds
to the subgroup H. Then for each θ ∈ S the Lie algebras gess

θ and nθ that are
associated with the groups Gess

θ and Nθ are, respectively, a subalgebra and an ideal
of the maximal Lie invariance algebra gθ of the system Lθ ∈ L|S . The algebra gθ is
the sum gθ = gess

θ +nθ, where gess
θ = h|(x,u)∩gθ, and h|(x,u) denotes the restriction

of h to the space with local coordinates (x, u).

Proposition II.4 holds for weakly uniformly semi-normalized classes. The only
difference in implementing the algebraic method for group classification of weakly
uniformly semi-normalized classes is that in general the essential invariance alge-
bra gess

θ has a nontrivial intersection with the uniform invariance algebra nθ, and
hence a natural basis of the maximal invariance algebra gθ is given by a basis of
the intersection gess

θ ∩ nθ and basis vectors in the complements of gess
θ ∩ nθ in gess

θ

and of nθ.

Remark II.1. The framework of uniformly semi-normalized classes can be adapted
by changing the terminology and exchanging the roles of Definitions II.1 and II.2.
Although the third property of Definition II.1 allowed us to obtain stronger (and
nicer) results, this property is not essential for carrying out the group classifica-
tion of a class of differential equations by the algebraic method. Thus we may
assume Definition II.2 as being basic and omit the attribute “weakly” in the term
introduced there. Then classes satisfying Definition II.1 can be considered as spe-
cial uniformly semi-normalized classes with the additional property of satisfying
Property 3 of Definition II.1.

A typical case of nontrivial intersection of H|(x,u) with elements of the sym-
metry-subgroup family NS is given by H|(x,u) ∩Nθ ⊇ G∩. This is to be expected
since the kernel symmetry group G∩ is a normal subgroup of G∼|(x,u) and is a sub-
group of Gθ for any θ, and hence it can always be added as a subgroup to uniform
symmetry groups Nθ, which are normal subgroups of the corresponding Gθ. Thus,
if the class of differential equations L|S is (weakly) uniformly semi-normalized with
respect to a subgroup H of G∼ and a symmetry-subgroup family NS = {Nθ | θ ∈
S}, then it is weakly uniformly semi-normalized with respect to the same sub-
group H of G∼ and the symmetry-subgroup family ÑS = {Ñθ = G∩Nθ | θ ∈ S}
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withH|(x,u)∩Ñθ = G∩ (resp.H|(x,u)∩Ñθ = G∩(H|(x,u)∩Nθ) ⊇ G∩) for any θ ∈ S.
Indeed, by Theorem II.1 the definition of G∩, the uniform symmetry group Nθ is
a normal subgroup of Gθ and the kernel symmetry group G∩ is a subgroup of Gθ
for each θ ∈ S. Hence, the subgroups Nθ and G∩ of Gθ permute, that is, their
Frobenius products coincide: NθG∩ = G∩Nθ. Denoting this product by Ñθ we
find that Ñθ is a subgroup of Gθ generated by G∩ and Nθ. The statement on the
intersection H|(x,u) ∩ Ñθ in the case of uniform semi-normalization follows from
the third property of Definition II.1, and it is obvious for the case of weak uniform
semi-normalization.

Example II.3
The class of equations (2) is weakly uniformly semi-normalized with respect to the
entire equivalence group G∼(2) and the family N = {Gunf

γ }, and for any γ we have

G∼(2)
∣∣
(t,x,ψ,ψ∗) ∩G

unf
γ = G∩(2) 6= {id},

where id denotes the identity transformation of (t, x, ψ, ψ∗). However, the inter-
pretation of the class (2) as uniformly semi-normalized with respect to the family
N = {Gunf

γ } and the proper subgroup H of G∼(2) is more convenient and effective
for the group classification of this class since then one can apply Theorems II.1
and II.2, which are stronger than Theorems II.3 and II.4, and, by Proposition II.4,
one needs only to deal with the smaller group H.

There exist weakly uniformly semi-normalized classes of differential equations
that are not uniformly semi-normalized.

Example II.4
An example of this is given by the class Flx1 of (1+2)-dimensional linear Sch-
rödinger equations with potentials of the form (19). The only possible intersection
of the equivalence group of the class Flx1 with its uniform symmetry groups is
its kernel symmetry group. Weak uniform semi-normalization of the class Flx1 is
exploited in the proof of Theorem II.8 below.

5 Equivalence groupoid
We find the equivalence groupoid G∼ of the class F by using the direct method.
Let LV denote an equation from F with a potential V . We seek for all invertible
point transformations of the form

ϕ : t̃ = T (t, x, ψ, ψ∗), x̃a = Xa(t, x, ψ, ψ∗),
ψ̃ = Ψ(t, x, ψ, ψ∗), ψ̃∗ = Ψ∗(t, x, ψ, ψ∗),

(4)

where det ∂(T,X,Ψ,Ψ∗)/∂(t, x, ψ, ψ∗) 6= 0 with X = (X1, . . . , Xn), that map a
fixed equation LV from the class F to an equation LṼ : iψ̃t̃+ ψ̃x̃ax̃a + Ṽ (t̃, x̃)ψ̃ = 0
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of the same class. In the following, we use the notation |y|2 for yaya for an n-tuple
y = (y1, . . . , yn). We also use the notation

β̂ = β if Tt > 0 and β̂ = β∗ if Tt < 0

for complex numbers β. The following result can be proved as [35, Lemma 1].

Lemma II.1. Any point transformation ϕ connecting two equations from the
class F satisfies the conditions

Ta = Tψ = Tψ∗ = 0, Xa
ψ = Xa

ψ∗ = 0,
Ψψ = 0 if Tt < 0 and Ψψ∗ = 0 if Tt > 0.

(5)

Theorem II.5. The equivalence groupoid G∼ of the class F consists of triples of
the form (V, Ṽ , ϕ), where ϕ is a point transformation in the space of variables,
whose components are

t̃ = T, x̃a = |Tt|1/2Oabxb + X a, (6a)

ψ̃ = exp
(
i

8
Ttt
|Tt|
|x|2 + i

2
ε′X bt
|Tt|1/2 O

baxa + iΣ + Υ
)

(ψ̂ + Φ̂), (6b)

and the transformed potential Ṽ is expressed via V as

Ṽ = V̂

|Tt|
+ 2TtttTt − 3Ttt2

16ε′Tt3
|x|2 + ε′

2|Tt|1/2

(
X bt
Tt

)
t

Obaxa

+ Σt − iΥt

Tt
− X

a
t X at + inTtt

4Tt2
.

(6c)

Here T , X a, Σ and Υ are arbitrary smooth real-valued functions of t with Tt 6= 0,
ε′ = sgnTt, O = (Oab) is an arbitrary constant n × n orthogonal matrix, and
Φ = Φ(t, x) is an arbitrary solution of the initial equation.

Proof. Let ϕ be a point transformation mapping the equation LV to the LṼ in
the class F . Lemma II.1 implies that T = T (t), Xa = Xa(t, x) and Ψ = Ψ(t, x, ψ̂)
with Tt det(∂X/∂x)Ψψ̂ 6= 0. Applying total derivatives Dt and Da’s to the equality
ψ̃(t̃, x̃) = Ψ(t, x, ψ̂), we derive

Dtψ̃(t̃, x̃) = ψ̃t̃Tt + ψ̃x̃bX
b
t = DtΨ, Daψ̃(t̃, x̃) = ψ̃x̃cX

c
a = DaΨ,

DbDaψ̃(t̃, x̃) = ψ̃x̃cx̃dX
c
bX

d
a + ψ̃x̃dX

d
ab = DbDaΨ,

where Dt and Da are the total derivative operators with respect to t and xa,
respectively. The above equations are equivalent to

ψ̃t̃ = DtΨ− Y ab Xb
tDaΨ

Tt
, ψ̃x̃c = Y ac DaΨ,

ψ̃x̃cx̃d = Y ac Y
b
d (DbDaΨ− Y dc Xc

abDdΨ),
(7)
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where Xa
c Y

c
b = Y ac X

c
b = δab, and δab is the Kronecker delta. Here, the vector

Y = (Y 1, . . . , Y n) denotes the inverse of the transformation X = (X1, . . . , Xn).
We substitute the expressions (4) and (7) for ψ̃, ψ̃t̃ and ψ̃x̃cx̃d and then put the
expression for ψ̂t, ψ̂t = iε′(ψ̂aa + V̂ ψ̂), into the equation LṼ . We obtain the
equation

i

Tt

(
Ψt + Ψψ̂(iε′ψ̂aa + iε′V̂ ψ̂)− Y ab (Ψa + Ψψ̂ψ̂a)Xb

t

)
+Y ac Y bc

(
Ψψ̂ψ̂ψ̂bψ̂a + Ψψ̂ψ̂ab − Y

d
c (Ψd + Ψψ̂ψ̂d)X

c
ab

)
+Y ac Y bc

(
Ψab + Ψaψ̂ψ̂b + Ψψ̂bψ̂a

)
+ ṼΨ = 0

Then splitting this equation with respect to various derivatives of ψ̂ and addition-
ally arranging lead to the system

Y ac Y
b
c = δab

|Tt|
, Ψψ̂ψ̂ = 0, (8)

2
|Tt|

Ψaψ̂ −
i

Tt
Y ab Ψψ̂X

b
t −

1
|Tt|

Y ac Ψψ̂X
c
aa = 0, (9)

i

Tt
Ψt −

1
|Tt|

V̂Ψψ̂ψ̂ −
i

Tt
Y ab ΨaX

b
t + 1
|Tt|

Ψaa

− 1
|Tt|

Y dc ΨdX
c
aa + ṼΨ = 0.

(10)

The first equation in (8) together with the condition Y ac X
c
b = δab imply that

Xb
a = |Tt|Y ab . Therefore, Xc

aX
c
b = |Tt|δab, i.e., Xa · Xb = |Tt|δab in terms of

the tuple X. Differentiating this equation with respect to xc and permuting the
indices a, b, c, gives the equations

Xac ·Xb +Xa ·Xbc = 0, Xab ·Xc +Xb ·Xac = 0, Xbc ·Xa +Xc ·Xab = 0

and this in turn yields Xa ·Xbc = 0 for all values of (a, b, c). Since for each (t, x)
the vectors X1, . . . , Xn form a basis of Rn, we must have Xbc = 0 and hence X is
affine in x with coefficients depending on t. The equations Xa ·Xb = |Tt|δab then
give us

Xa = |Tt|1/2Oab(t)xb + X a(t),

where O = (Oab) is a time-dependent orthogonal matrix and X a is a time-
dependent vector.

The general solution of the second equation in (8) is Ψ = Ψ1(t, x)ψ̂+ Ψ0(t, x),
where Ψ0 and Ψ1 are smooth complex-valued functions of t and x with Ψ1 6= 0.

We substitute the above expressions for Xa and Ψ into (9) to get

Ψ1
a

Ψ1 = i

2Tt
Xb
aX

b
t . (11)
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Since ∂b(Ψ1
a/Ψ1) = ∂a(Ψ1

b/Ψ1) equation (11) gives ∂c(Xb
aX

b
t ) = ∂a(Xb

cX
b
t ). Hence

ObaObct = ObcObat , or OTOt−OT
t O = 0 when written as a matrix equation, where

OT is the transpose of O. Differentiating the orthogonality condition OTO = E,
where E is the n × n identity matrix, with respect to t gives OTOt + OT

t O = 0.
However, OTOt = OT

t O, so we have OTOt = 0, and thus Ot = 0. Hence O is a
constant orthogonal matrix.

Integrating the system (11) we obtain:

Ψ1 = exp
(
i

8
Ttt
|Tt|
|x|2 + i

2
ε′X bt
|Tt|1/2 O

baxa + iΣ + Υ
)
, (12)

where Σ and Υ are arbitrary smooth real-valued functions of t. Finally, putting
these results into equation (10), we find the equation

i

Tt
Ψt −

1
|Tt|

V̂Ψψ̂ψ̂ −
i

Tt
Y ab X

b
tΨa + 1

|Tt|
Ψaa + ṼΨ = 0.

Splitting this equation with respect to ψ̂ we obtain the two equations

Ṽ = V̂

|Tt|
− i

TtΨ1

(
Ψ1
t −

Xb
aX

b
t

|Tt|
Ψ1
a

)
− 1
|Tt|

Ψ1
aa

Ψ1 , (13)

iε′Ψ0
t −

i

Tt
Xb
aX

b
tΨ0

a + Ψ0
aa + |Tt|ṼΨ0 = 0. (14)

We introduce the function Φ = Ψ̂0/Ψ̂1, (or Ψ0 = Ψ1Φ̂). The equation (14) is
then equivalent to the initial linear Schrödinger equation in terms of Φ. After
substituting the expression (12) for Ψ1 into (13) then collecting coefficients of x,
we obtain the expression for Ṽ as given in the theorem.

Corollary II.1. A (1+n)-dimensional linear Schrödinger equation of the form (1)
is reduced to the free linear Schrödinger equation by a point transformation if and
only if

V = θ(t)|x|2 + θa(t)xa + θ0(t) + iθ̃0(t)

for some real-valued smooth functions θ, θa, θ0 and θ̃0 of t.

6 Equivalence group and equivalence algebra
The notion of equivalence group as developed by Ovsiannikov [32] plays a central
role in the group classification of classes of differential equations. Although the
equivalence group of a class of differential equations can be also be computed
using either the infinitesimal or the direct method, it is much easier to find it from
the equivalence groupoid of the class once this groupoid is known. The following
results follow from Theorem II.5 using arguments similar to those in [18] in proving
that [18, Corollary 8] and [18, Corollary 11] were consequences of [18, Theorem 6].
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Corollary II.2. The (usual) equivalence group G∼ of the class F consists of point
transformations in the space of independent and dependent variables and arbitrary
element that are of the form (6) with Φ = 0.

Remark II.2. The identity component of G∼ consists of transformations of the
form (6), where Φ = 0, detO = 1 and Tt > 0, i.e., ε′ = 1. The entire equivalence
group G∼ is generated by the transformations of its identity component together
with two discrete transformations: the space reflection for a fixed a (t̃ = t, x̃a =
−xa, x̃b = xb, b 6= a, ψ̃ = ψ, Ṽ = V ) and the Wigner time reflection (t̃ = −t,
x̃ = x, ψ̃ = ψ∗, Ṽ = V ∗).

Theorem II.6. The equivalence algebra of the class F is the algebra

g∼ = 〈D̂(τ), Ĵab, a < b, Ĝ(χ), M̂(σ), Î(ρ)〉,

where τ , χ = (χ1, . . . , χn), σ and ρ run through the set of smooth real-valued
functions of t. The vector fields spanning g∼ are defined by

D̂(τ) = τ∂t + 1
2τtxa∂a + 1

8τtt|x|
2 (iψ∂ψ − iψ∗∂ψ∗)

−
(
τtV −

1
8τttt|x|

2 + i
τtt
4

)
∂V −

(
τtV

∗ − 1
8τttt|x|

2 − i τtt4

)
∂V ∗ ,

Ĵab = xa∂b − xb∂a, a 6= b,

Ĝ(χ) = χa∂a + i

2χ
a
t xa (ψ∂ψ − ψ∗∂ψ∗) + 1

2χ
a
ttxa (∂V + ∂V ∗) ,

M̂(σ) = iσ(ψ∂ψ − ψ∗∂ψ∗) + σt(∂V + ∂∗V ),
Î(ρ) = ρ(ψ∂ψ + ψ∗∂ψ∗)− iρt(∂V + ∂∗V ).

Proof. The equivalence algebra g∼ of the class F is obtained using the knowledge
of the identity component of the equivalence group G∼. Searching for infinites-
imal generators of one-parameter subgroups of G∼, we represent the parameter
function Σ in the form Σ = 1

4X
aX at + Σ̄, where Σ̄ is a function of t, for bet-

ter consistency of the group parameterization with the one-parameter subgroup
structure of G∼. Then we successively assume one of the transformation param-
eters T , O, X a, Σ̄ and Υ to depend on a continuous parameter δ and set the
other transformation parameters to the trivial values corresponding to the iden-
tity transformation, which are t for T , E for O and zeroes for X a, Σ̄ and Υ, where
E is the n × n identity matrix. The components of the associated infinitesimal
generator Q = τ∂t + ξa∂a + η∂ψ + η∗∂ψ∗ + θ∂V + θ∗∂V ∗ are given by

τ = dt̃
dδ

∣∣∣
δ=0

, ξa = dx̃
dδ

∣∣∣
δ=0

, η = dψ̃
dδ

∣∣∣
δ=0

, θ = dṼ
dδ

∣∣∣
δ=0

.

The above procedure results in the set of vector fields spanning the algebra g∼.

Corollary II.3. The class F is uniformly semi-normalized with respect to linear
superposition of solutions.
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The uniform semi-normalization of the class F guarantees a specific factoriza-
tion of point symmetry groups of all equations from this class. For any potential V ,
each element ϕ of the point symmetry group GV of an equation LV generates an
admissible point transformation (V, V, ϕ) of F . Therefore, the transformation ϕ
necessarily has the form (6a)–(6b), where the transformation parameters addi-
tionally satisfy the equation (6c) with Ṽ (t̃, x̃) = V (t̃, x̃). The symmetry transfor-
mations associated with the linear superposition of solutions to the equation LV
which are of the above form with T = t, O = E and X a = Σ = Υ = 0, form
a normal subgroup of the group GV , which we denote by Glin

V and we call the
trivial part of GV . In view of the discussion on the uniform semi-normalization
with respect to linear superposition of solutions in [18, Section 3], Corollary II.3
implies that the group GV splits over Glin

V , GV = Gess
V n Glin

V , the subgroup Gess
V

of GV is singled out from GV by the constraint Φ = 0 and will be considered as
the only essential part of GV .

7 Analysis of determining equations for Lie
symmetries

Using the infinitesimal criterion for Lie symmetries, for each potential V we can
derive the determining equations which are satisfied by the components of vector
fields from the maximal Lie invariance algebra gV of the equation LV from the
class F . In this section we integrate the determining equations (as far as this is
possible) and then analyze the properties of the algebras gV for LV ∈ F .

The infinitesimal criterion states that a vector field Q = τ∂t + ξa∂a + η∂ψ +
η∗∂ψ∗ , where the components τ , ξa and η are smooth functions of (t, x, ψ, ψ∗), and
η∗ is the complex conjugate of η, belongs to the algebra gV if an only if

Q(2)
(
iψt + ψaa + V (t, x)ψ

)∣∣
LV

= 0

with Q(2) being the second prolongation of the vector field Q, (see Section 2).
Expanding this expression, we obtain

iηt + ηaa + (τVt + ξaVa)ψ + V η = 0, (15)

where ηt = Dt (η − τψt − ξaψa)+τψtt+ξaψta and ηab = DaDb (η − τψt − ξcψc)+
τψtab + ξcψabc. We recall that Dt and Da are the operators of total deriva-
tives with respect to t and xa, respectively. Substituting ψt = iψaa + iV ψ and
ψ∗t = −iψ∗aa− iV ∗ψ∗ into (15) and splitting with respect to the various derivatives
of ψ and ψ∗ leads to the following overdetermined linear system of determining
equations for the coefficients of Q:

τψ = τψ∗ = τa = 0, ξaψ = ξaψ∗ = 0,
τt = 2ξ1

1 = · · · = 2ξnn , ξab + ξba = 0, a 6= b,
(16a)

ηψ∗ = ηψψ = 0, 2ηψa = iξat , (16b)

iηt + ηaa + τVtψ + ξaVaψ + V η − (ηψ − τt)V ψ = 0. (16c)
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Equations (16a) and (16b), do not contain the potential V and can be integrated
immediately to give:

τ = τ(t), ξa = 1
2τtxa + κabxb + χa,

η =
(
i

8τtt|x|
2 + i

2χ
a
t xa + ρ+ iσ

)
ψ + η0(t, x),

where τ , χa, ρ and σ are smooth real-valued functions of t, η0 is a complex-valued
function of t and x, and (κab) is a constant skew-symmetric matrix. Then split-
ting (16c) with respect to ψ, we obtain the equations

iη0
t + η0

aa + V η0 = 0, (17)

τVt +
(

1
2τtxa + κabxb + χa

)
Va + τtV

= 1
8τttt|x|

2 + 1
2χ

a
ttxa + σt − iρt − i

n

4 τtt.
(18)

Both these equations involve the potential V . The first of these equations shows
that the parameter-function η0 is an arbitrary solution of the equation LV , and
so the second equation is the only useful classifying condition for Lie symmetry
generators of equations from the class F depending on the potential V .

Theorem II.7. The maximal Lie invariance algebra gV of an equation LV from F
consists of vector fields of the form D(τ)+

∑
a<b κ

abJab+G(χ)+σM+ρI+Z(η0),
where

D(τ) = τ∂t + 1
2τtxa∂a + 1

8τtt|x|
2M, Jab = xa∂b − xb∂a, a 6= b,

G(χ) = χa∂a + 1
2χ

a
t xaM, M = iψ∂ψ − iψ∗∂ψ∗ , I = ψ∂ψ + ψ∗∂ψ∗ ,

Z(η0) = η0∂ψ + η0∗∂ψ∗ .

The parameters τ , χ = (χ1, . . . , χn), ρ and σ are real-valued smooth functions
of t and the matrix (κab) is an arbitrary constant skew-symmetric matrix. They
satisfy the classifying condition (18). The parameter η0 = η0(t, x) runs through
the solutions of the equation LV .

The kernel invariance algebra g∩ of the class F , g∩ :=
⋂
V gV , is obtained

by splitting the conditions (17) and (18) with respect to the potential V and its
derivatives. This gives τ = χa = 0, κab = 0, η0 = 0 and σt = ρt = 0 for vector
fields in the kernel algebra.

Proposition II.5. The kernel invariance algebra of the class F is g∩ = 〈M, I〉.

As in [18], denote by g〈 〉 the linear span of all vector fields given in Theorem II.7
when the potential V varies, i.e.,

g〈 〉 :=
{
D(τ) +

∑
a<b

κabJab +G(χ) + σM + ρI + Z(ζ)
}

=
∑
V

gV .
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Here and the following, the parameters τ , χa, σ and ρ run through the set of real-
valued smooth functions of t, ζ runs through the set of complex-valued smooth
functions of (t, x) and η0 runs through the solution set of the equation LV when
the potential V is fixed. We have g〈 〉 =

∑
V gV since each vector field Q from g〈 〉

either with nonvanishing τ or (κab) or χ or with jointly vanishing τ , κab, χ, σ
and ρ necessarily belongs to gV for some V . The nonzero commutation relations
between vector fields spanning g〈 〉 are

[D(τ1), D(τ2)] = D(τ1τ2
t − τ2τ1

t ), [D(τ), G(χ)] = G

(
τχt −

1
2τtχ

)
,

[D(τ), σM ] = τσtM, [D(τ), ρI] = τρtI,

[D(τ), Z(ζ)] = Z

(
τζt + 1

2τtxaζa −
i

8τtt|x|
2ζ

)
,

[Jab, Jbc] = Jac, a 6= b 6= c 6= a,

[Jab, G(χ)] = G(χ̂) with χ̂a = χb, χ̂b = −χa, χc = 0, a 6= b 6= c 6= a,

[Jab, Z(ζ)] = Z(xaζb − xbζa), a 6= b,

[G(χ), G(χ̃)] = 1
2 (χaχ̃at − χ̃aχat )M,

[G(χ), Z(ζ)] = Z

(
χaζa −

i

2χ
a
t xaζ

)
,

[σM,Z(ζ)] = −Z(iσζ), [ρI, Z(ζ)] = −Z(ρζ).

As can be seen from these commutation relations, the span g〈 〉 is closed under the
Lie bracket of vector fields and so it is a Lie algebra. The algebra g〈 〉 can be rep-
resented as a semi-direct sum of the subalgebra gess

〈 〉 := 〈D(τ), Jab, G(χ), σM, ρI〉
and the ideal glin

〈 〉 := 〈Z(ζ)〉, g〈 〉 = gess
〈 〉 ∈ glin

〈 〉 . The kernel invariance algebra g∩

is an ideal in gess
〈 〉 and in g〈 〉. The above representation for g〈 〉 is inherited by

each gV :

gV = gess
V ∈ glin

V ,

where gess
V := gV ∩ gess

〈 〉 and glin
V := gV ∩ glin

〈 〉 = 〈Z(η0), η0 ∈ LV 〉. gess
V is a finite-

dimensional subalgebra (see Lemma II.2 below) whereas glin
V is an infinite-dimen-

sional abelian ideal of gV . We call gess
V the essential Lie invariance algebra of the

corresponding equation LV . The ideal glin
V consists of vector fields associated with

transformations of linear superposition on the solution set of the equation LV : it
is the trivial part of gV .

Definition II.3. A subalgebra s of gess
V is called appropriate if there exists a

potential V such that s = gess
V .

The relation between the equivalence algebra g∼ and gess
〈 〉 is given by gess

〈 〉 =
π∗g
∼, where π∗ is the mapping from g∼ onto gess

〈 〉 that is induced by the projection π
of the joint space of the variables and the arbitrary element onto the space of the
variables only. The differential mapping π∗ maps the vector fields D̂(τ), Ĵab,
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Ĝ(χ), M̂(σ), Î(ρ) that span g∼ to the vector fields D(τ), Jab, G(χ), σM , ρI that
span gess

〈 〉 . The above relation is stronger than the inclusion gess
〈 〉 ⊆ π∗g∼ obtained

from the uniform semi-normalization of the class F .
We denote by π∗G∼ the restrictions of the transformations of G∼ to the space

with local coordinates (t, x, ψ, ψ∗). Then the generators of the one-parameter
subgroups of π∗G∼ are just π∗g∼ and π∗G∼ has a natural induced action on π∗g∼
(given by its adjoint action). Since gess

〈 〉 = π∗g
∼, then π∗G∼ leaves gess

〈 〉 in variant
and acts as a group of Lie algebra automorphisms. The kernel g∩ is obviously an
ideal in gess

V for any V .

Proposition II.6. The problem of group classification of (1+n)-dimensional lin-
ear Schrödinger equations reduces to the classification of appropriate subalgebras
of the algebra gess

〈 〉 with respect to the equivalence relation generated by the action
of π∗G∼.

8 Further properties of Lie symmetry algebras
In order to classify all appropriate subalgebras of gess

〈 〉 , we start by describing the
action of the transformations of π∗G∼ on the vector fields of gess

〈 〉 . For this purpose,
we compute pushforwards of the vector fields of gess

〈 〉 by elementary transformations
from π∗G

∼, that is the images of the vector fields of gess
〈 〉 under the tangent maps

of the elements of π∗G∼.
Given ϕ ∈ π∗G∼ and Q ∈ gess

〈 〉 , the pushforward Q by ϕ is

Q̃ := ϕ∗Q = Q(T )∂t̃ +Q(Xa)∂ã +Q(Ψ)∂ψ̃ +Q(Ψ∗)∂ψ̃∗ ,

where we express the coefficients of Q̃ in terms of the tilded variables by putting
(t, xa, ψ, ψ∗) = ϕ−1(t̃, x̃a, ψ̃, ψ̃∗). D(T ), J (O), G(X ), M(Σ) and I(Υ) denote

the transformations of the form (6a)–(6b) with Φ = 0 and ε = 1, for each of
the individual parameter functions T, X , Σ, Υ and O. We take these individ-
ual transformations as the elementary transformations that generate the whole
of π∗G∼. We record here the results of those push-forward actions by the elemen-
tary transformations on the vector fields spanning gess

〈 〉 that do not coincide with
the identity transformation:

D∗(T )D(τ) = D(τ̃), D∗(T )G(χ) = G(χ̃),
D∗(T )(σM) = σ̃M̃ , D∗(T )(ρI) = ρ̃Ĩ ,

J∗(O)G(χ) = G̃(Oχ),

G∗(X )D(τ) =D̃(τ) + G̃

(
τXt −

1
2τtX

)
+
(

1
8τtt|X |

2 − 1
4τtX

aX at −
1
2τX

aX att
)
M̃,

G∗(X )Jab = J̃ab +G(X̂ )− 1
2(X aX bt −X bX at )M̃,
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G∗(X )G(χ) = G̃(χ) + 1
2(χaX at − χatX a)M̃,

M∗(Σ)D(τ) = D̃(τ) + τΣtM̃, I∗(Υ)D(τ) = D̃(τ) + τΥtĨ ,

where τ̃(t̃) = (Ttτ)(T−1(t̃)), χ̃(t̃) = χT
1/2
t |t=T−1(t̃), X̂ a = X b, X̂ b = −X a, X̂ c =

0, c 6= a, b, σ̃ = σ(T−1(t̃)), ρ̃ = ρ(T−1(t̃)) and in each push-forward by D∗(T ) we
should replace t with its expression in terms of t̃ given by inverting the relation
t̃ = T (t). Note that t = t̃ for each of the other push-forward actions. Tildes over
vector fields mean that these vector fields are represented in the new variables.

Lemma II.2. dim gess
V 6

n(n+ 3)
2 + 5 for any potential V , and this upper bound

is the least upper bound.
Proof. Fix a potential V . Then, as in the proof of Lemma 13 in [18], the clas-
sifying condition (18) gives a system of linear ordinary differential equations in
normal form:

τttt = γ00τt + γ01τ + γ0,a+1χa + θ0abκab,

χctt = γc0τt + γc1τ + γc,a+1χa + θcabκab,

σt = γn+1,0τt + γn+1,1τ + γn+1,a+1χa + θn+1,abκab,

ρt = −n4 τtt + γn+2,0τt + γn+2,1τ + γn+2,a+1χa + θn+2,abκab,

where the coefficients γpq and θpab, p = 0, . . . , n + 2, q = 0, . . . , n + 1, a < b, are
functions of t. Thus, dim gess

V is no greater than the sum of the number of pairs
(a, b) with a < b (which come from the rotations) and the number of arbitrary
constants in the general solution of the above system. The generators of rotations
form a Lie algebra of dimension n(n− 1)/2 and the number of arbitrary constants

that come from the above system is 2n+ 5. Thus we have dim gess
V 6

n(n+ 3)
2 + 5

for any potential V . This upper bound is minimal since dim gess
V = n(n+ 3)

2 + 5
for the potential V = 0, that is, for the free Schrödinger equation.

Corollary II.4. dim gess
V ∩ 〈G(χ), σM, ρI〉 6 2n+ 2.

Proof. We omit the first equation in the system given in Lemma II.2 and then
put τ = 0 and κab = 0 since this corresponds to the absence of the rotations and
the transformation T (t). This then gives 2n+ 2 constants.

Corollary II.5. gess
V ∩ 〈σM, ρI〉 = g∩ for any potential V .

Proof. Similarly, we keep only the last two equations of the system from the proof
of Lemma II.2 and set τ = χa = 0 and κab = 0.

Lemma II.3. For all V , π0
∗g

ess
V is a Lie algebra and dim π0

∗g
ess
V 6 3. Moreover,

π0
∗g

ess
V ∈ {0, 〈∂t〉, 〈∂t, t∂t〉, 〈∂t, t∂t, t2∂t〉} mod π0

∗G
∼,

where π0 denotes the projection on the space of the variable t and π0
∗s ⊂ π0

∗g
ess
〈 〉 =

〈τ∂t〉.
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Proof. The proof is similar to the one given in [18]: this is just the classification
of Lie algebras of vector fields on the real line, as given by Lie.

9 Group classification of (1+2)-dimensional linear
Schrödinger equations

We give a complete group classification of linear Schrödinger equations for the case
n = 2. The analysis becomes more complicated for larger values of n: for n = 3
the computations are much more cumbersome and for greater values the number
of subalgebras grows dramatically. We specialize the results of Section 7 to the
case n = 2 and we obtain that for any V

dim gess
V 6 10, gess

V ∩ 〈σM, ρI〉 = 〈M, I〉 = g∩,

2 6 dim gess
V ∩ 〈G(χ), σM, ρI〉 6 6, dim π0

∗g
ess
V 6 3.

Just as in [18] we introduce for each appropriate subalgebra s of gess
〈 〉 , five π∗G∼-

invariant integers in order to carry out the group classification (these integers help
us in the ‘book-keeping’ for the calculations):

k0 := dim s ∩ 〈σM, ρI〉 = dim g∩ = 2,
k1 := dim s ∩ 〈G(χ), σM, ρI〉 − k0 ∈ {0, 1, 2, 3, 4},
k2 := dim s ∩ 〈J, G(χ), σM, ρI〉 − k1 − k0 ∈ {0, 1},
k3 := dim s− k2 − k1 − k0 = dim π0

∗s ∈ {0, 1, 2, 3},
r0 := rank{χ | ∃σ, ρ : G(χ) + σM + ρI ∈ s} ∈ {0, 1, 2},

where π0 denotes the projection onto the space with local coordinate t. The
parameters k2, k3 and r0 are used for labeling the different cases. Note that

dim s = k0 + k1 + k2 + k3 6 10.

Lemma II.4. A vector field G(χ)+σM+ρI, where the tuple χ is not proportional
to a constant tuple, reduces, up to π∗G∼-equivalence, to G(h cos t, h sin t)+ ρ̃I with
nonzero h = h(t).

Proof. We can write the tuple χ as χ = (h cosT, h sinT ), where h and T are
smooth functions of t with Tt > 0. Thus we can apply the equivalence transfor-
mation t̃ = T , x̃ = T

1/2
t x, ψ̃ = exp

(
i
8
Ttt
Tt
|x|2
)
ψ. All the vector fields of gess

〈 〉 are
mapped under D∗(T ) to new vector fields having exactly the same structure as
before (this can be seen from the list given in Section 8). In particular, the vector
field G(χ)+σM+ρI is mapped to G(χ̃)+σ̃M̃+ρ̃Ĩ, where χ̃ = (h̃(t̃) cos t̃, h̃(t̃) sin t̃),
and h̃(t̃) = (T 1/2

t h)(T−1(t̃)). Thus we obtain the reduced form G(χ) + σM + ρI
for this vector field with χ = (h(t) cos t, h(t) sin t). Then we apply the equivalence
transformation t̃ = t, x̃ = x+ X , ψ̃ = exp

(
i
2Xtx

)
ψ. This gives the push-forward

map G∗(X ), where X = (X 1,X 2) is a function of t, which gives

G∗(X )(G(χ) + σM + ρI) = G̃(χ) + 1
2(χaX at − χatX a)M̃ + σM̃ + ρĨ.
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We choose X so that σ + 1
2 (χaX at − χatX a) = 0 and we obtain the required form

G(h cos t, h sin t) + ρI.

Lemma II.5. If G(1, 0) + ρ1I ∈ gess
V , then the vector field G(t, 0) + ρ2I with

ρ2 =
∫
tρ1
t dt also belongs to gess

V .

Proof. Suppose that G(1, 0) + ρ1I ∈ gess
V . We substitute the components of this

vector field into the classifying condition (18), which gives V1 = −iρ1
t . This equa-

tion coincides with the one obtained by evaluating the classifying condition (18)
at τ = σ = 0, χ = t and ρ2 =

∫
tρ1
t dt.

Summarizing the above yields: any appropriate subalgebra of gess
〈 〉 is spanned

by

• the basis vector fields M and I of the kernel g∩,
• k1 vector fields G(χp1, χp2) + σpM + ρpI, p = 1, . . . , k1, with linearly inde-

pendent tuples χ1, . . . , χk1 ,
• k2 vector fields J +G(χ01, χ02) + σ0M + ρ0I,
• k3 vector fields D(τ q)+κqJ+G(χq1, χq2)+σqM+ρqI, q = k1+1, . . . , k1+k3,

with linearly independent τk1+1, . . . , τk1+k3 .

In the following we use the notation

|x| =
√
x2

1 + x2
2, φ = arctan x2/x1,

ω1 = x1 cos t+ x2 sin t, ω2 = −x1 sin t+ x2 cos t.

Theorem II.8. A complete list of inequivalent Lie symmetry extensions in the
class of (1 + 2)-dimensional linear Schrödinger equations with complex-valued po-
tentials is given below, where U is an arbitrary complex-valued smooth function of
its arguments or an arbitrary complex constant that satisfies constraints indicated
in the corresponding cases, and the other functions and constants take real values.

0. V = V (t, x): gess
V = g∩ = 〈M, I〉.

1. V = U(x1, x2): gess
V = 〈M, I, D(1〉).

2. V = U(ω1, ω2): gess
V = 〈M, I, D(1) + J〉.

3. V = |x|−2U(ζ), ζ = φ− 2β ln |x|, β > 0, Uζ 6= 0:
gess
V = 〈M, I, D(1), D(t) + βJ〉.

4. V = |x|−2U(φ), Uφ 6= 0: gess
V = 〈M, I, D(1), D(t), D(t2)− tI〉.

5. V = U(t, |x|) + (σt − iρt)φ, σ ∈ {0, t} mod G∼ and,
if σ = 0, ρ ∈ {0, t} mod G∼: gess

V = 〈M, I, J + σM + ρI〉.

6. V = U(|x|) + (α1 − iβ1)φ: gess
V = 〈M, I, J + α1tM + β1tI, D(1)〉.

7. V = |x|−2U, U 6= 0: gess
V = 〈M, I, J, D(1), D(t), D(t2)− tI〉.
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8. V = U(t, x2) + iγ(t)x1:
gess
V = 〈M, I, G(1, 0)−

(∫
γ(t) dt

)
I, G(t, 0)−

(∫
tγ(t) dt

)
I〉.

9. V = U(ζ) + iβx1, ζ = x2:
gess
V = 〈M, I, G(1, 0)− βtI, G(t, 0)− β

2 t
2I, D(1)〉.

10. V = t−1U(ζ) + iβ|t|−3/2x1, ζ = |t|−1/2x2:
gess
V = 〈M, I, G(1, 0)− 2βt|t|−3/2I, G(t, 0)− 2βt|t|−1/2I, D(t)〉.

11. V = (t2 + 1)−1U(ζ) + iβ(t2 + 1)−3/2x1, ζ = (t2 + 1)−1/2x2:
gess
V = 〈M, I, G(1, 0)−βt(t2+1)−1/2I, G(t, 0)+β(t2+1)−1/2I, D(t2+1)−tI〉.

12. V = Ux−2
2 , U 6= 0: gess

V = 〈M, I, G(1, 0), G(t, 0), D(1), D(t), D(t2)− tI〉.

13. V = U(t, ω2) + 1
4 (h−1htt − 1)ω2

1 + hth
−1ω1ω2 − iρth−1ω1, h = h(t) 6= 0:

gess
V = 〈M, I, G(h cos t, h sin t) + ρI〉.

14. V = U(ω2) + 1
4 (β − 1)ω2

1 − βω1ω2 − iαβω1, β 6= 0:
gess
V = 〈M, I, G(eβt cos t, eβt sin t) + αeβtI, D(1) + J〉.

15. V = U(ω2) − 1
4ω

2
1 + (α̃ − iα)ω1: gess

V = 〈M, I, G(cos t, sin t) + α̃tM +
αtI, D(1) + J〉.

16. V = 1
4h

ab(t)xaxb + ih0a(t)xa, h12 = h21:
gess
V = 〈M, I, G(χp1, χp2) + ρpI, p = 1, . . . , 4〉, where {(χp1(t), χp2(t))}

is a fundamental set of solutions of the system χatt = habχb,
and ρp = −

∫
h0aχpadt.

17. V = 1
4αx

2
1 + 1

4βx
2
2 + iνaxa, α 6= β or (ν1, ν2) 6= (0, 0):

gess
V = 〈M, I, G(χ11, 0) + ρ1I, G(χ21, 0) + ρ2I, G(0, χ32) + ρ3I, G(0, χ42) +
ρ4I, D(1)〉, where {χ11(t), χ21(t)} is a fundamental set of solutions of the
equation χ1

tt = αχ1, ρp = −ν1
∫
χp1dt, p = 1, 2, and {χ32(t), χ42(t)} is a

fundamental set of solutions of the equation χ2
tt = βχ2, ρp = −ν2

∫
χp2dt,

p = 3, 4.

18. V = 1
4αω

2
1 + 1

4βω
2
2 + iνaωa, α 6= β or (ν1, ν2) 6= (0, 0):

gess
V = 〈M, I, G(θp1 cos t− θp2 sin t, θp1 sin t+ θp2 cos t) + ρpI, D(1) + J, p =

1, . . . , 4〉, where (θp1(t), θp2(t)) are linearly independent solutions of the sys-
tem θ1

tt − 2θ2
t = (1 + α)θ1, θ2

tt + 2θ2
t = (1 + β)θ2, and ρp = −

∫
χpah0adt,

p = 1, . . . , 4.

19. V = 0:
gess
V = 〈M, I, G(1, 0), G(t, 0), G(0, 1), G(0, t), J, D(1), D(t), D(t2)− tI〉.

Remark II.3. The Lie invariance algebras listed in Theorem II.8 are really maxi-
mal for the corresponding potentials if they are G∼-inequivalent to other potentials
with larger Lie invariance algebras. We have presented simple necessary and suf-
ficient conditions that provide such inequivalence for some cases. In other cases
these conditions are not so obvious. For example, in Cases 9–11 the condition
of maximal Lie symmetry extension is (β 6= 0 or (ζ2U)ζ 6= 0) and (Uζζζ 6= 0 or
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ImUζζ 6= 0), which excludes those V that are G∼-equivalent to those in Cases 12
and 16–19. Case 8 is more complicated since in this case to the conditions γ 6= 0
or (x2

2U)2 6= 0) and U222 6= 0 or ImU22 6= 0 we need to add conditions that exclude
potentials that are G∼-equivalent to those in Cases 9–11. Similarly, potentials in
Cases 13–15 are G∼-inequivalent to those in Cases 16–19 if and only if Uω2ω2ω2 6= 0
or ImUω2ω2 6= 0. This condition is necessary and sufficient for the maximality of
the Lie symmetry extensions given in Cases 14 and 15, and for Case 13 it should
be extended to guarantee the exclusion of potentials related to Cases 14 and 15.
Schrödinger equations related to Case 16 are inequivalent to the free Schrödinger
equation presented in Case 19 if and only if the parameter-functions h’s satisfy
at least one of the conditions h12 6= h21, h12 = h21 6= 0, h11 6= h22, h01 6= 0 and
h02 6= 0. We need additional constraints on h’s to exclude, up to G∼-equivalence,
potentials of Cases 17 and 18.

Proof. We single out different cases using the values that can be taken by the
integers k3, k2, r0. Basis vector fields of a Lie symmetry extension are denoted by

Qs = D(τs) + κsJ +G(χs1, χs2) + σsM + ρsI,

where 0 ≤ s ≤ dim gess
V −2, the κ’s are real constants, and all the other parameters

are real-valued functions of t.

k2 = r0 = 0. The corresponding Lie symmetry extensions are spanned by {Qs}
with linearly independent τs. By Lemma II.3, 〈π0

∗Q
s〉 is an algebra isomorphic

to a subalgebra of the algebra sl(2,R). Hence the group classification in this case
reduces to the classification of subalgebras of the algebra sl(2,R). Varying k3 we
single out the following four subcases.

k3 = 0. This is the general case with no extension, i.e., gess
V = g∩ (Case 0).

k3 = 1. The algebra gess
V contains a single linearly independent vector field Q1

with τ1 6= 0. Acting on Q1 by a (push-forward of a) transformation from π∗G
∼,

we can set τ1 = 1, κ1 ∈ {0, 1} and χ1a = σ1 = ρ1 = 0, so that the vector field Q1

reduces to the form Q1 = D(1) + κ1J . Using the classifying condition (18) on Q1

with κ1 = 0 and κ1 = 1 gives differential equations for V whose general solutions
are given in Cases 1 and 2, respectively.

k3 = 2. The Lie symmetry extension is given by vector fields Q1 and Q2 with
linearly independent τ1 and τ2. Modulo π∗G∼-equivalence, we can set τ1 = 1
and τ2 = t (cf. Lemma II.3) and, as in the previous case, χ1a = σ1 = ρ1 = 0.
Then the condition [Q1, Q2] ∈ gess

V implies that D(1) +G(χ21
t , χ

22
t ) +σ2

tM +ρ2
t I =

Q1 + α1M + β1I, where α1 and β1 are real constants. This equation splits into
the equations κ1 = 0, χ2a

t = 0, σ2
t = α1, ρ2

t = β1. Taking these into account,
we apply transformations of π∗G∼ to Q1 and Q2 and take linear combinations
of them with M and I so as to be able to assume that χ2a = σ2 = ρ2 = 0 and
β := κ2 > 0 while Q1 is unchanged. Putting the coefficients of Q1, Q2 into the
classifying condition (18) gives equations for V which then yield Case 3. For the
extension to be maximal, we need β 6= 0 (otherwise we get Case 4 with k3 = 3)
and Uζ 6= 0 (otherwise we get Case 7).



9 Group classification of (1+2)-dimensional linear Schrödinger equations 107

k3 = 3. The algebra gess
V is spanned by the basis elements of the kernel algebra

and vector fields Qq with linearly independent τ q, q = 1, 2, 3. By Lemma II.3, we
can assume that τ1 = 1, τ2 = t and τ3 = t2. The commutation relations of gess

V

imply κq = 0. As in the previous case, we can also set χqa = σq = ρq = 0, q = 1, 2.
Since [Q3, Q1] ∈ gess

V and [Q3, Q2] ∈ gess
V we find that χ3a = 0, σ3

t = α1 and
ρ3
t = α2, where α1 and α2 are real constants. Up to linear combinations with M

and I, the vector field Q3 reduces to Q3 = D(t2) + α1tM + α2tI. The classifying
condition (18) applied to the coefficients of Q1, Q2 and Q3 yields the system

Vt = 0, tVt + 1
2xaVa + V = 0, t2Vt + txaVa + 2tV = α1 − iα2 − i,

and the compatibility of these two equations then leads to α1 = 0 and α2 = −1.
This gives Case 4 and the extension is maximal if and only if Uφ 6= 0 since otherwise
we would obtain Case 7.

k2 = 1, r0 = 0. The algebra gess
V contains a vector field Q0 with τ0 = 0 and

κ0 = 1, and additional extensions are given by vector fields Qq with linearly
independent τ q. Since [Q0, Qq] ∈ gess

V we find that χqa = 0. Applying G∗(X )
with X 1 = χ02 and X 2 = −χ01 to gess

V , we find that we may put χ0a = 0 so that
Q0 = J + σ0M + ρ0I. As in the case k2 = r0 = 0, we partition Lie symmetry
extensions into three subcases depending on the values of k3.

k3 = 0. If the function σ0 is constant, then we may assume it to be zero by
taking suitable linearly combinations of Q0 withM ; if ρ0 is constant, then we may
assume it to be zero by taking suitable linear combinations with I. If one of these
functions is not constant, up to π∗G∼-equivalence it can be taken to be equal to
t. Then the classifying condition (18) gives us an equation in V whose general
solution is presented in Case 5.

k3 = 1. The vector field Q1 is reduced to Q1 = D(1) by π∗G∼-equivalence. As the
Lie algebra gess

V is closed with respect to Lie bracket of vector fields, we obtain

[Q1, Q0] = σ0
tM + ρ0

t I = α1M + β1I,

where α1 and β1 are real constants. Equating the components of the vector fields
on both the sides of the last equality and then solving the equations that arise,
we obtain σ0 = α1t + α0 and ρ0 = β1t + β0, where α0 and β0 are real constants,
which can be set to zero by taking suitable linear combinations withM and I. The
vector field Q0 is then reduced to Q0 = J +α1tM + β1t. Putting the components
of Q0 and Q1 into the classifying condition (18) yields two independent equations
for V : Vt = 0, x1V2 − x2V1 = α1 − iβ1, and these give Case 6.

k3 > 2. The algebra gess
V necessarily contains the vector fields M and I from g∩

and vector fields Q0 and Qq, q = 1, 2, with linearly independent τ1 and τ2. Up to
π∗G

∼-equivalence the vector fields Q1 and Q2 are reduced to the form Q1 = D(1)
and Q2 = D(t). As the commutators [Qq, Q0] belong to gess

V , we have

[Q1, Q0] = σ0
tM + ρ0

t I = α1M + β1I,

[Q2, Q0] = tσ0
tM + tρ0

t I = α2M + β2I,
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where αj and βj , j = 1, 2, are real constants. The above commutation relations
give the system σ0

t = α1, tσ0
t = α2, ρ0

t = β1, tρ0
t = β2, which implies that σ0

and ρ0 are constants. Therefore, by taking linear combinations with M and I,
they can be set to be equal to zero. Put the coefficients of Q0, Q1 and Q2 into
the classifying condition (18) and we obtain the system Vt = 0, x1V2 − x2V1 = 0,
xaVa+2V = 0, whose general solution is V = |x|−2U . However, any such potential
admits the Lie symmetry vector field Q3 = D(t2) − tI. This means that in fact
k3 = 3. For the Lie symmetry extension to be maximal, we require U 6= 0 and we
obtain Case 7.
r0 = 1. Suppose that k1 = 0. In this case we have at least one vector field
Q1 = G(χ11, χ12) + σ1M + ρ1I in gess

V with a nonzero tuple (χ11, χ12). A further
Lie symmetry can be another vector field of the same form or a vector field Qq,
q = k1 + 1, . . . , k1 + k3, with linearly independent τ q. We have two cases: either
(χ11, χ12) is proportional to a constant tuple or it is not proportional to a constant
tuple.
1. Let (χ11, χ12) be proportional to a constant tuple. Up to π∗G∼-equivalence
we can set (χ11, χ12) = (1, 0), σ1 = 0 and thus Q1 reduces to the form G(1, 0) +
ρ1I. Lemma II.5 implies that the algebra gess

V then also contains the vector field
G(t, 0) + ρ2I with ρ2 =

∫
t ρ1
tdt. Then, substituting the components of the vector

fields into the classifying condition (18) yields two equations for V : V1 = −iρ1
t

and tV1 = −itρ1
t , whose general solution is

V = U(t, x2) + iγ(t)x1, (19)
where U is a complex-valued smooth function of (t, x) and γ = −ρ1

t is a real-valued
smooth function of t. Thus, any equation from the class F with potential of the
form (19) is invariant with respect to the vector fields Q1

γ = G(1, 0)−
(∫
γ(t) dt

)
I

and Q2
γ = G(t, 0)−

(∫
tγ(t) dt

)
I. The function U satisfies the conditions U222 6= 0

or ImU22 6= 0 since otherwise r0 = 2 (see the case r0 = 2 below).
Consider the subclass Flx1 of (1+2)-dimensional linear Schrödinger equations

with potentials of the form (19) constrained by the above conditions for U . We
can reparameterize the class Flx1 , assuming the parameter functions U and γ as
arbitrary elements instead of V . The equivalence groupoid G∼lx1

of Flx1 can be
singled out from the equivalence groupoid G∼ for the entire class F , as given in
Theorem II.5. A point transformation connects two equations LV and LṼ from the
class Flx1 if and only if it is of the form (6a)–(6b), where T is a fractionally linear
function of t, the matrix O is diagonal with O11, O22 = ±1, and X 1 = ν1T + ν0
with arbitrary real constants ν1 and ν0. The corresponding tuples of arbitrary
elements are related in the following way:

Ũ = Û

|Tt|
+ ε′O22

2|Tt|1/2

(
X 2
t

Tt

)
t

x2 + Σt − iΥt

Tt

− (X 2
t )2 + 2iTtt

4Tt2
− ν1

2

4 − iγ̃X
1,

γ̃ = ε′O11

|Tt|3/2 γ.

(20)
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The equivalence group G∼lx1
of the class Flx1 consists of the point transforma-

tions of the form (6a)–(6b) prolonged to the arbitrary elements according to (20),
where the parameters satisfy, additionally to all the above conditions for elements
of G∼lx1

, the constraint Φ = 0. For each equation LV from the class Flx1 , we con-
sider the group Gunf

V of its point symmetry transformations of the form (6a)–(6b),
where T = t, O is the identity matrix, X 1 = ν1t + ν0, X 2 = 0, Σ = 1

4ν1
2t + µ0,

Υt = γX 1, µ0, ν1 and ν0 are arbitrary constants, and Φ = Φ(t, x) is an ar-
bitrary solution of the initial equation. The corresponding Lie algebra gunf

V is
spanned by the vector fields M , I, Q1

γ , Q2
γ and Z(η0) with η0 running through

the solution set of LV . Since all the conditions of Definition II.2 are satisfied, the
class Flx1 is weakly uniformly semi-normalized with respect to the entire equiv-
alence group G∼lx1

and the family N = {Gunf
V }. Further, this is the only way of

treating the class Flx1 within the framework of uniform semi-normalization, and for
any equation LV from this class we have G∼lx1

|(t,x,ψ,ψ∗)∩Gunf
V = G∩lx1

= G∩ 6= {id}.
In view of the Proposition II.4, the group classification of the class Flx1 reduces
to the classification of π∗G∼lx1

-inequivalent appropriate subalgebras of the algebra
π∗g
∼
lx1

= 〈D(1), D(t), D(t2), G(0, χ2), σM, ρI〉. Put gext
V := gess

V ∩ π∗g∼lx1
.

Since r0 = 1, any Lie symmetry extension in the subclass Flx1 is spanned by
vector fields of the form D(τ) +G(0, χ2) +σM +ρI, where τ runs through a set of
linearly independent quadratic polynomial in t. This shows that the computation
of inequivalent Lie symmetry extensions reduces to the classification of subalgebras
of the algebra sl(2,R). We have the following subcases in terms of k3:

k3 = 0. There is no additional extension, so we have Case 8.

k3 = 1. The algebra gext
V necessarily contains a vector field Q3 with nonzero τ3.

Up to π∗G∼lx1
-equivalence, Q3 can be taken to be one of the following vector fields:

D(1), D(t) and D(t2 + 1)− tI. With V given as in (19), we put the coefficients of
Q3 into the classifying condition (18) for each of the possible choices of Q3, and
this yields equations for U and γ. The solutions of these equations give us Cases 9,
10 and 11, respectively.

k3 > 2. Apart from the vector fields M and I, the algebra gext
V also contains at

least two other vector fields Qq, q = 3, 4, with linearly independent τ3 and τ4. Up
to π∗G∼lx1

-equivalence and linear combinations with M and I, the vector fields Qq
reduce to Q3 = D(1) and Q4 = D(t). Putting the coefficients of these vector fields
into the classifying condition (18) for the potential (19) of V , we obtain Ut = 0,
x2U2 + 2U = 0 and γ = 0, and thus V = Ũx−2

2 where Ũ is a nonzero constant.
However, the equation LV with this V possesses one more Lie symmetry vector
field Q5 = D(t2)− tI. This shows that the Lie symmetry extension with k3 = 2 is
not maximal. We obtain Case 12.

2. Suppose now that the tuple (χ11, χ12) is not proportional to a tuple of constants.
If we have no additional extension, then the algebra gess

V is spanned by the
vector fields M , I and Q1 = G(χ11, χ12) +σ1M +ρ1I.1 By Lemma II.4 the vector

1In contrast to the previous case, where the tuple (χ11, χ12) is proportional to a tuple of
constants, in the present case under the algebra gess

V contains, up to linear dependence, only
one vector field of the form as Q1. Indeed, suppose that this algebra contains one more vector
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field Q1 can be reduced to the form Q1 = G(h cos t, h sin t) + ρI, where h and ρ
are smooth functions of t with h 6= 0. Substituting the components of Q1 into the
classifying condition (18) yields the equation

V1 cos t+ V2 sin t = 1
2(h−1htt − 1)ω1 + h−1htω2 − ih−1ρt.

The solution of this equation gives Case 13.
If there is an extension, the algebra gess

V also contains a vector field Q2 with
nonzero τ2, which takes, up to π∗G∼-equivalence, the form Q2 = D(1) + κ2J ,
κ2 ∈ {0, 1}. The condition [Q2, Q1] ∈ gess

V implies that

G(χ11
t , χ

12
t ) + κ2G(χ12,−χ11) + σ1

tM + ρ1
t = β1Q

1 + β2M + β3I,

where βj , j = 1, 2, 3 are real constants. Equating the corresponding components
of the vector fields on both the sides of this equation, we obtain the system

χ11
t + κ2χ12 = β1χ

11, χ12
t − κ2χ11 = β1χ

12,

σ1
t = β1σ

1 + β2, ρ1
t = β1ρ

1 + β3.
(21)

κ2 = 0 is not possible for otherwise the tuple (χ11, χ12) would be proportional to
a constant tuple, which is a contradiction. Hence κ2 = 1 and Q2 = D(1) + J .
Integrating the systems (21), rearranging and taking suitable linear combinations
with elements from the kernel, we obtain the Q1, which now depends on β1.

If β := β1 6= 0, then

Q1 = G(eβt cos t, eβt sin t) + α̃eβtM + αeβtI

with real constants α̃ and α. Acting on vector fields from gess
V by transformations

of G∗(ν sin t, ν cos t) with ν = 2α̃/β, we find that we may put α̃ = 0. Substituting
the components of the vector fields Q1 and Q2 into the classifying condition (18)
gives the system

Vt + x1V2 − x2V1 = 0, V1 cos t+ V2 sin t = 1
2(β2 − 1)ω1 + βω2 − iβα.

The solution of this system gives Case 14.
If β1 = 0, then the solution of the system (21) gives, after taking suitable

linear combinations with M and I, Q1 = G(cos t, sin t) + β2tM + β3tI. In this
case no further simplifications are possible. Renaming β2 and β3 as β2 := α̃

field Q2 = G(χ21, χ22) + σ2M + ρ2I, where the tuple (χ21, χ22) is not linearly dependent with
(χ11, χ12). Then the case condition r0 = 1 implies that χ2a = λχ1a where λ is a nonconstant
function of t. Successively evaluating the classifying condition (18) at the vector fields Q1 and
Q2, we derive two equations for V , for which the difference of the second equation and the
first equation multiplied by λ leads, in view of the proportionality of the tuples, to the condition
(λtχ1a

t + 1
2λttχ

1a)xa+σ2
t −λσ1

t − i(ρ2
t −λρ1

t ) = 0. Splitting it with respect to xa and integrating
the obtained equations, we derive χ1a = ca|λt|−1/2, where ca are real constants, which gives a
contradiction.
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and β3 := α, we obtain, on substituting the coefficients of Q1 and Q2 into the
classifying condition (18), the following two equations for V :

Vt + x2V1 − x1V2 = 0, V1 cos t+ V2 sin t = −1
2ω1 + α̃− iα.

The solution of these equations gives Case 15.
Next if k2 = 1 then then the algebra gess

V necessarily contains vector fields of
the form Q0 = J +G(χ01, χ02) + σ0M + ρ0I and Q1 = G(χ11, χ12) + σ1M + ρ1I,
where (χ11, χ12) 6= (0, 0). The commutator of these vector fields

[Q0, Q1] = G(χ12,−χ11) + 1
2(χ01χ11

t + χ02χ12
t − χ01

t χ
11 − χ02

t χ
12)M

should belong to gess
V and hence r0 = 2. Therefore, the case k2 = r0 = 1 is

impossible.

Further classification. The case not considered so far is r0 = 2.
Since r0 = 2, the algebra gess

V contains at least two vector fields of the formQa =
G(χa1, χa2) + σaM + ρaI, a = 1, 2, where χ11χ22 − χ12χ21 6= 0. Substituting the
components of the vector fields Qa into the classifying condition (18) leads to the
following system for V :

χabVb = 1
2χ

ab
tt xb + σat − iρat .

This system can be written as Va = 1
2h

ab(t)xb + h̃0a(t) + ih0a(t), where all h’s are
real-valued functions of t that satisfy the conditions

χabtt = χachcb, σat = χach̃0c, ρat = −χach0c.

Since V12 = V21, the matrix (hab) is symmetric. Thus the potential V is a quadratic
polynomial in x1 and x2 with coefficients depending on t,

V = 1
4h

ab(t)xaxb + h̃0b(t)xb + ih0b(t)xb + h̃00(t) + ih00(t), (22)

where the functions h̃0b, h̃00 and h00 can be chosen to be zero, by G∼-equivalence.
Next consider the subclass Fq of equations from the class F with potentials

of the form (22). Theorem II.5 implies that the subclass Fq is uniformly semi-
normalized with respect to linearly superposition of solutions, as in the case of
the entire class F , and its equivalence group coincides with the equivalence group
G∼ of F . Further group classification of the subclass Fq depends on whether
k2 = 0 or k2 = 1. The values allowed for k2 partition the subclass Fq into two
subclasses: F0

q and F1
q , the first corresponding to k2 = 0 and the second to k2 = 1.

These subclasses are uniformly semi-normalized with respect to the equivalence
group G∼ of the whole class F . The classifying condition (18) implies that the
subclass F1

q is singled out from the class Fq by the conditions h12 = h21 = 0,
h11 = h22, h01 = 0 and h02 = 0, and the subclass F0

q is then singled out by
requiring that one of these conditions fails to hold. By Corollary II.1 the above
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condition means that each equation in the subclass F1
q is G∼-equivalent to the

(1+2)-dimensional free Schrödinger equation (with V = 0). In other words, the
subclass F1

q is the G∼-orbit of the free Schrödinger equation, which gives Case 19.
Finally, we come to the subclass F0

q , for which k2 = 0 and r0 = 2. Up to
G∼-equivalence, the canonical form of potentials for equations from the subclass
F0

q is

V = 1
4h

ab(t)xaxb + ih0b(t)xb. (23)

Substituting this V into the classifying condition (18) with τ = 0 and κ = 0,
splitting with respect to xa and taking real and imaginary parts, we obtain the
following system for (χ1, χ2, σ, ρ):

χatt = habχb, σt = 0, ρt = −h0bχb. (24)

This system admits a fundamental set of solutions (χp1, χp2, 0, ρp), p = 1, . . . , 4,
(0, 0, 1, 0) and (0, 0, 0, 1), where the tuples (χp1, χp2) are linearly independent,
and ρp = −

∫
h0bχpbdt. Thus, the algebra gess

V contains the four vector fields
Qp = G(χp1, χp2) + ρpI. The last two solutions correspond to the vector fields M
and I from the kernel. If there are no other Lie symmetry extensions, we obtain
Case 16.

If there are further extensions, the algebra gess
V must contain a vector field Q5

with nonzero τ5. Up to G∼-equivalence, the parameter-function τ5 may be taken
to be τ5 = 1 and κ5 ∈ {0, 1}, and the canonical form (23) for V is the same.
We substitute the components of Q5 together with the form (23) for V into the
classifying condition (18) and split with respect to different powers of xa. We
find that the tuple (χ51, χ52, σ5, ρ5) satisfies the system (24), and the parameter-
functions hab and h0b satisfy the following equations:

h11
t + 2κ5h12 = 0, h12

t + κ5(h22 − h11) = 0, h22
t − 2κ5h12 = 0,

h01
t + κ5h02 = 0, h02

t − κ5h01 = 0.
(25)

Therefore, up to linear combinations of Q5 with Qp, M and I, we can assume that
χ5a = σ5 = ρ5 = 0. This reduces Q5 to D(1) + κ5J .

If κ5 = 0, the system (25) implies that all hab and h0a are constants. Up to
rotations, we can reduce the matrix (hab) to a diagonal matrix diag(α, β). The
maximality of the Lie symmetry extension requires α 6= β or (ν1, ν2) 6= (0, 0) with
νa := h0a, and this gives Case 17.

If κ5 6= 0, up to time-translations, the general solution of the system (25) is
h11 = α cos2 t + β sin2 t, h12 = h21 = (α − β) cos t sin t, h22 = α sin2 t + β cos2 t,
h01 = ν1 cos t− ν2 sin t and h02 = ν1 sin t+ ν2 cos t, where α, β, ν1 and ν2 are real
constants. We have a maximal Lie symmetry extension if these constants satisfy
the conditions α 6= β or (ν1, ν2) 6= (0, 0). Rewriting the potential V in terms of ωa
leads to Case 18.

We now show that the dimension of further Lie symmetry extensions cannot
exceed one. Suppose that this is not the case. Then the algebra gess

V contains
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a two-dimensional subalgebra spanned by vector fields Q5 and Q6 with linearly
independent τ5 and τ6. Up to π∗G

∼-equivalence, we can assume that τ5 = 1
and τ6 = t. Arguing as above, the vector field Q5 takes the canonical form
Q5 = D(1) + κ5J . The condition [Q5, Q6] ∈ gess

V implies that κ5 = 0. Putting
the coefficients of Q5 and Q6 into the classifying condition (18) for the potential
V of the form (23) and splitting with respect to different powers of xa we obtain
the equations hab = h0b = 0, which contradicts the condition singling out the
subclass F0

q from the class Fq.

10 Conclusion

The equivalence groupoid G∼ of the class F , computed with direct method, has
the property of being uniformly semi-normalized. This motivates the use of the
algebraic method of group classification. It allows us to single out the equiva-
lence group G∼ of the class F from G∼ and to obtain the associated equivalence
algebra as the set of infinitesimal generators of one-parameter subgroups of the
group G∼. Working within the framework of the algebraic method, we reduce the
group classification of equations from the class F to the classification of certain
low-dimensional subalgebras of the equivalence algebra.

After the analysis of the determining equations for Lie symmetries, we con-
struct the linear span g〈 〉 of the vector fields from the maximal Lie invariance
algebras of equations from the class F . This linear span can be represented as
the semi-direct sum g〈 〉 = gess

〈 〉 ∈ glin
〈 〉 of the so-called essential subalgebra gess

〈 〉 and
an ideal glin

〈 〉 , related to the transformations defined by the linear superposition of
solutions,

For each equation LV from the class F the representation in terms of vec-
tor fields for g〈 〉 induces a similar representation for the maximal Lie invariance
algebra gV of LV , gV = gess

V ∈ glin
V .

We have carried out the complete group classification of the class of (1+2)-
dimensional linear Schrödinger equations with complex-valued potentials. All in-
equivalent families of potentials possessing proper Lie symmetry extensions are
given in the list in Theorem 16.

Unlike the case of a single space variable (n = 1), the vector field of infinites-
imal rotations in two dimensions is also a symmetry. One also has to deal with
algebras of greater dimension. These two phenomena complicate the analysis of
the problem. In our approach we have introduced three integers k3 ∈ {0, 1, 2, 3},
k2 ∈ {0, 1} and r0 ∈ {0, 1, 2} to help with labeling the various cases that arise.
These integers characterize the dimensions of parts of the corresponding essen-
tial subalgebra that are related to generalized scalings, rotations and generalized
Galilean boosts and are invariant with respect to the action of the equivalence
transformations on the vector fields of the symmetry algebra. Note that not all
values of the tuple (k3, k2, r0) are allowed since the corresponding subalgebras may
not give a maximal Lie symmetry extension or may not exist at all.
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We compute the equivalence groupoid and the equivalence group of the class N of
generalized multidimensional Schrödinger equations with variable mass and show
that this class is not normalized. We then partition this class into two disjoint nor-
malized subclasses and derive their corresponding equivalence groups. Restricting
to the case of constant mass equal to one, we characterize the point transforma-
tions of the subclasses of the class N with respect to specific values of the arbitrary
elements, in particular we do this for the class V of multidimensional nonlinear
Schrödinger equations with potentials and modular nonlinearities. This class also
turns out not to be normalized. We partition it into three normalized subclasses,
and this allows us to apply the algebraic method and solve each subclass com-
pletely for space dimension two. The group classification in each involves three
integers that are invariant with respect to the adjoint action of the equivalence
transformations. As a result, a full list of Lie symmetry extensions together with
their corresponding families of potentials in the class V is presented.

1 Introduction
In this paper we look at and give a group-theoretic classification of certain types of
nonlinear Schrödinger equations. Such equations appear in many contexts where they
describe models of nonlinear physical systems such as in hydrodynamics, nonlinear optics,
nonlinear acoustics, quantum condensates, heat pulses in solids, plasma physics, quantum
mechanics and biomolecular dynamics, to name just a few areas (see for instance [1], [2],
[4], [18]).

The Lie symmetries of linear Schrödinger equations were studied in the early 1970’s
by Niederer ([31], [32]): the free Schrödinger equation, the harmonic oscillator and later
the group classification problem for linear Schrödinger equations with arbitrary real-
valued potential V = V (t, x) in several dimensions [33]. The Lie symmetry analysis of
Schrödinger equations with arbitrary real-valued time independent potential V = V (x)
in three dimensions was studied by Boyer in [5], where he obtained a generalization of
Niederer’s results. In 1977, Miller ([29]) considered the symmetry properties and separa-
tion of variables for the class of (1+1)-dimensional linear Schrödinger equations. Linear
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Schrödinger equations were taken up recently in ([26], [27]), where a full classification
of linear Schrödinger equations with potential (both real and complex) was obtained for
(1+n)-dimensions with n 6 2.

Nonlinear Schrödinger equations of the form iψt+ψaa+F (t, x, ψ, ψ∗) = 0 were treated
in [6] and all equations that invariant under subalgebras of the Lie symmetry algebra of
the (1+1)-dimensional free Schödinger equations were constructed. In [14] some exact
similarity solutions for nonlinear Schrödinger equations of the form iψt+ 1

m
ψaa+F (ψ) =

0, where m is nonzero constant, were obtained in three spatial dimensions. In the
papers [15], [16], [17], [18] the symmetry groups of nonlinear Schrödinger equations
with variable coefficients were computed, and exact solutions and group invariant so-
lutions for this class were obtained. The conditional symmetry of equations of the form
iψt + λψaa + F (|ψ|)ψ = 0 were systematically analyzed in [9], and in [11], [12], [13],

Lie symmetries of systems of nonlinear Schrödinger equations were computed (using
computer software for solving overdetermined systems of PDE’s) in [44], [45], [46]. Exact
solutions of Schrödinger equations with inhomogeneous nonlinearities were investigated
in [2] using Lie symmetry method.

In the framework of group classification, nonlinear Schrödinger equations with har-
monic oscillator type potential by the algebraic method were treated in [19], [20]. Using
same approach, Schrödinger equations with potentials and power nonlinearities in (1+1)-
dimensions were studied by Popovych et al in [42]. Admissible point transformations for
the class of (1 + 1)-dimensional nonlinear Schrödinger equations with potentials and
modular nonlinearities were studied in [40] as well as for the class of (1 + 1)-dimensional
cubic Schrödinger equation with potential [41]. In addition to the above results, the com-
plete group classification of multidimensional nonlinear Schrödinger equations of the form
iψt + ∆ψ + F (ψ,ψ∗) = 0 was considered in [34]. The algebraic method for group clas-
sification has since been enhanced and become a powerful and efficient approach for the
complete group classification of differential equations. The effectiveness of this method
relies on its applicability to the group classification of normalized and non-normalized
classes of differential equations [40], [41], [42], [38].

In this paper we build on the results presented in [38] to the several space dimen-
sions, applying and extending the algebraic technique and generalizing the results. The
concepts and basic notions of the group analysis of differential equations used in this
paper, such as class of differential equations, point transformations between systems of
differential equations, equivalence groupoid, equivalence group, equivalence algebra and
normalization properties of a class of differential equations can be found in [25], [26], [38].

We begin with the study of point transformations for the class N of generalized
(1+n)-dimensional (n ∈ N) Schrödinger equations with variable mass of the form

iψt +G(t, x, ψ, ψ∗,∇ψ,∇ψ∗)ψaa + F (t, x, ψ, ψ∗,∇ψ,∇ψ∗) = 0, (1)

where t and x = (x1, . . . , xn) are real independent variables, ψ is the unknown complex-
valued function of t and x, G and F are smooth complex-valued functions of their ar-
guments with G 6= 0. Throughout the paper, the notation β∗ means the conjugate of
a complex value β. Subscripts of functions denote differentiation with respect to the
corresponding variables. The indices a and b run from 1 to n, the indices µ and ν run
from 0 to n, x0 := t, and we sum over repeated indices. The total derivative operator
Dµ is defined as Dµ = ∂µ + ψµ∂ψ + ψ∗µ∂ψ∗ + . . . .

Choosing specific forms of G and F we single out different subclasses from the class
N. An important subclass is the class F singled out from N by the condition G = 1,
consisting of equations of the form

iψt + ψaa + F (t, x, ψ, ψ∗,∇ψ,∇ψ∗) = 0. (2)
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The set of admissible transformations of the class F is derived from the knowledge of
the admissible transformations for the superclass N. We then constrain the arbitrary
elements G and F to G = 1 and Fψa = Fψ∗a = 0, and obtain the class F1 whose equations
are of the general form

iψt + ψaa + F (t, x, ψ, ψ∗) = 0. (3)

A description of the point transformations of this class is deduced from the point trans-
formations for the larger classes containing it.

Further restricting F to be F = S(t, x, ρ)ψ with ρ := |ψ|, we obtain the class S of
multidimensional nonlinear Schrödinger equations of the form

iψt + ψaa + S(t, x, ρ)ψ = 0, Sρ 6= 0, (4)

where S is an arbitrary smooth complex-valued function of its arguments. After a pre-
liminary study of the Lie symmetry properties of the class S, we further constrain the
arbitrary function S by putting S(t, x, ρ) = f(ρ) + V (t, x), fρ 6= 0. This gives a new
class: the class V of multidimensional nonlinear Schrödinger equations with potentials
and modular nonlinearities of the form

iψt + ψaa + f(ρ)ψ + V (t, x)ψ = 0, fρ 6= 0, (5)

where V is an arbitrary smooth complex-valued potential depending on t and x, and f
is an arbitrary complex-valued nonlinearity depending only on ρ. We solve completely
the group classification problem for this class when n = 2. We note that the case f = ρ2

was investigated in [38].
The structure of this paper is organized as follows: In Section 2 we compute the

equivalence groupoid G∼N of the class N. In Section 3 we derive the equivalence group G∼N
of the class N and the equivalence groups G∼N0 and G∼

N̄0
of the subclasses N0 and N̄0

singled out within the class N by the constraints G∗ 6= −G and G∗ = −G, respectively.
The equivalence groups G∼F , G∼F1 and G∼S of the subclasses F, F1 and S, and the normal-
ization property within these classes are then computed. For the class S, we additionally
derive its equivalence algebra g∼S . Section 4 is devoted to the analysis of the determining
equations for Lie symmetries of an arbitrary equation from the class S and we derive the
maximal Lie invariance algebra gS for this equation, the kernel invariance algebra and
the classifying condition. Additionally, we also characterize the Lie symmetry properties
of the algebra gS. Section 5 deals with the preliminary scheme of group classification for
the class V. We find its equivalence group and show that this class is not normalized.
We then partition the class V into the normalized subclasses V′, P0 and Pλ and derive
their Lie symmetry properties separately. The complete group classifications of these
subclasses in (1+2)-dimensional case is presented in Section 6.1–6.3, respectively. In this
way, we obtain a complete list of inequivalent Lie symmetry extensions in the class V.
The conclusion and suggestions for further directions of investigations are collected in
Section 7.

2 Equivalence groupoid
In this section, we compute the equivalence groupoid G∼N for the class N which consists
of equations of the form (1) using the direct method. We find all point transformations
of the form

ϕ : t̃ = T (t, x, ψ, ψ∗), x̃a = Xa(t, x, ψ, ψ∗),
ψ̃ = Ψ(t, x, ψ, ψ∗), ψ̃∗ = Ψ∗(t, x, ψ, ψ∗)

(6)
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with dT ∧ dX ∧ dΨ ∧ dΨ∗ 6= 0, X = (X1, . . . , Xn), that map a fixed equation LGF from
the class N to an equation LG̃F̃ :

iψ̃t̃ + G̃(t̃, x̃, ψ̃, ψ̃∗, ∇̃ψ̃, ∇̃ψ̃∗)ψ̃x̃ax̃a + F̃ (t̃, x̃, ψ̃, ψ̃∗, ∇̃ψ̃, ∇̃ψ̃∗) = 0,

of the same class.

Theorem III.1. The equivalence groupoid G∼N of the class N consists of triples of the
form ((G,F ), (G̃, F̃ ), ϕ), where ϕ is a point transformation of the form (6) that satisfies
the equations

Tψ = Tψ∗ = 0, Ta = 0, Xa
ψ = Xa

ψ∗ = 0, Xa
bX

a
c = Hδbc, (7a)

for some smooth real-valued function H of (t, x), where δbc is the Kronecker delta, and,

if G∗ 6= −G, ΨψΨψ∗ = 0;

the transformed arbitrary elements G̃ and F̃ are given by

G̃ = H

Tt

{
G if Ψψ 6= 0,
(−G∗) if Ψψ∗ 6= 0,

(7b)

F̃ =Ψψ

Tt
F − Ψψ∗

Tt
F ∗ +

(
∆̂Ψ + n− 2

2
Ha
H

DaΨ
)
G̃

H

− i

Tt

(
Ψt −Xb

t
Xb
a

H
DaΨ

)
.

(7c)

Here ∆̂ := ∂aa + 2ψa∂aψ + 2ψ∗a∂aψ∗ + ψaψa∂ψψ + 2ψaψ∗a∂ψψ∗ + ψ∗aψ
∗
a∂ψ∗ψ∗ . The trans-

formations defined by X belong to the conformal group.

Proof. Let ϕ be a point transformation of the form (6) connecting two equations LGF
and LG̃F̃ from the class N. Applying the total derivatives Dµ’s to ψ̃(t̃, x̃) = Ψ(t, x, ψ, ψ∗)
and ψ̃∗(t̃, x̃) = Ψ∗(t, x, ψ, ψ∗), we obtain the equations

ψ̃x̃νDµX
ν = DµΨ, ψ̃∗x̃νDµX

ν = DµΨ∗,

where we have put X0 = T , and x0 = t. After rearranging terms, we obtain the equations

(Ψψ − ψ̃x̃νX
ν
ψ)ψµ + (Ψψ∗ − ψ̃x̃νX

ν
ψ∗)ψ∗µ = −(Ψµ − ψ̃x̃νX

ν
µ),

(Ψ∗ψ − ψ̃∗x̃νX
ν
ψ)ψµ + (Ψ∗ψ∗ − ψ̃∗x̃νX

ν
ψ∗)ψ∗µ = −(Ψ∗µ − ψ̃∗x̃νX

ν
µ).

Putting W = W (t, x, ψ, ψ∗, ∇̃ψ̃) := Ψ − ψ̃x̃νXν in the above equations and solving for
ψµ and ψ∗µ yields

ψµ = −
WµW

∗
ψ∗ −W ∗µWψ∗

Y
, ψ∗µ = −

WψW
∗
µ −W ∗ψWµ

Y
, (8)

where

Y : = WψW
∗
ψ∗ −W ∗ψWψ∗

=
∣∣∣∣ Ψψ Ψψ∗

Ψ∗ψ Ψ∗ψ∗

∣∣∣∣− ∣∣∣∣ Xν
ψ Xν

ψ∗

Ψ∗ψ Ψ∗ψ∗

∣∣∣∣ ψ̃x̃ν − ∣∣∣∣ Ψψ Ψψ∗

Xµ
ψ Xµ

ψ∗

∣∣∣∣ ψ̃∗x̃µ
+
∣∣∣∣ Xν

ψ Xν
ψ∗

Xµ
ψ Xµ

ψ∗

∣∣∣∣ ψ̃x̃ν ψ̃∗x̃µ 6= 0.

(9)
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Note that Y 6= 0: if Y = 0 then each of the determinants in equation (9) vanishes
and this then implies that the columns (Tψ, Xψ,Ψψ,Ψ∗ψ)T and (Tψ∗ , Xψ∗ ,Ψψ∗ ,Ψ∗ψ∗)T

are linearly dependent, which contradicts the invertibility of the point transformation.
Using the relations (8) we compute Daψa for each of the equations and then rearrange
and we obtain the following expression for ψaa :

ψaa = 1
Y

(
Da(−WaW

∗
ψ∗ +W ∗aWψ∗)− ψaDaW

)
= ψaψ̃x̃µDaψ̃x̃µ + ψaψ̃

∗
x̃µDaψ̃

∗
x̃µ +R,

where R consists of terms not containing second derivatives of ψ and ψ∗. The above
equality is equivalent to

ψaa = 1
Y

(DaX
µ)(DaX

ν)(−ψ̃x̃µx̃νW ∗ψ∗ + ψ̃∗x̃ax̃aWψ∗) +R.

Using Gψaa = −iψt − F , G∗ψ∗aa = +iψ∗t − F ∗ together with the condition from the
invertibility of the point transformations, (Tψ∗ , Xψ∗ ,Ψψ∗ ,Ψ∗ψ∗) 6= (0, 0, 0, 0), we collect
the coefficients of ψ̃x̃0x̃0 and ψ̃∗x̃0x̃0 . As a result we obtain W ∗ψ∗(DaT )(DaT ) = 0 and
Wψ∗(DaT )(DaT ) = 0, which implies that Tψ = Tψ∗ = 0 and Ta = 0. Further, collecting
the coefficients of ψ̃x̃bx̃c and ψ̃∗x̃bx̃c yields Xa

aX
b
c = Hδac for all a, b and c. Using these

results for T and Xa in (8) we obtain

ψµ = 1
Y

(
Xν
µΨ∗ψ∗ ψ̃x̃ν +Xν

µΨψψ̃
∗
x̃ν −ΨµΨ∗ψ∗ −Ψ∗µΨψ∗

)
,

ψ∗µ = 1
Y

(
−Xν

µΨ∗ψψ̃x̃ν +Xν
µΨψψ̃

∗
x̃ν −ΨψΨ∗µ −Ψ∗ψΨµ

)
,

and the expression for ψaa becomes:

ψaa =Xb
aX

b
a

Y

(
Ψ∗ψ∗ ψ̃x̃bx̃b −Ψψ∗ ψ̃

∗
x̃bx̃b

)
+ ψ̃x̃bDa

Xb
aΨ∗ψ∗
Y

−ψ̃∗x̃bDa
Xb
aΨψ∗

Y
−Da

ΨaΨ∗ψ∗ −Ψ∗a
Y

,

and the expression for ψ∗aa can be obtained from the complex-conjugate of the expression
for ψaa. Substituting the above expressions for ψt (resp. ψ∗t ) and ψaa (resp. ψ∗aa) into
iψt + Gψaa + F = 0 (resp. −iψ∗t + G∗ψ∗aa + F ∗ = 0) and using iψ̃t̃ = −G̃ψ̃x̃bx̃b − F̃
(resp. −iψ̃∗t̃ = −G̃∗ψ̃∗x̃bx̃b − F̃

∗), and then collecting the coefficients of ψ̃x̃bx̃b and ψ̃∗x̃bx̃b ,
we obtain

(HG− TtG̃)Ψ∗ψ∗ = 0, (HG+ TtG̃
∗)Ψψ∗ = 0.

Now, we have either Ψ∗ψ∗Ψψ∗ 6= 0 or Ψ∗ψ∗Ψψ∗ = 0. Observe that we have Ψ∗ψ∗ = (Ψψ)∗.
If Ψ∗ψ∗Ψψ∗ 6= 0 then G̃ = −G̃∗, i.e., G = −G∗. Thus G is purely imaginary smooth
function. Otherwise we have Ψ∗ψ∗Ψψ∗ = 0, which implies that either Ψψ 6= 0, in which

case G̃ = H

Tt
G, or Ψψ∗ 6= 0, in which case G̃ = −H

Tt
G∗. Finally, collecting the remain

terms gives the transformation for F .

3 Equivalence group and equivalence algebra
Here we derive the equivalence group G∼N of the class N and then we infer the equivalence
groups of its subclasses (that are singled out by constraints on the arbitrary functions)
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from the equivalence groupoid G∼N . We also study the normalization properties of these
classes and find the equivalence algebra g∼S of the class S.

Corollary III.1. The class N is not normalized. Its equivalence group G∼N consists of the
point transformations in the space of (t, x, ψ(2), ψ

∗
(2), G,G

∗, F, F ∗), where the components
for t, x and ψ are of the form (6) with T , Xa and Ψ satisfying the equations (7a) and
ΨψΨψ∗ = 0, and the components for G and F are of the form (7b) and (7c).

Since the class N is not normalized, we partition it into two disjoint subclasses N0
and N̄0 defined by the constraints G∗ 6= −G and G∗ = −G, respectively. There are
clearly no point transformations that map equations from the class N0 to equations from
the class N̄0. We can obtain their corresponding equivalence groupoids G∼N0 and G∼

N̄0
, and

as well as their equivalence groups G∼N0 and G∼
N̄0

from Theorem III.1 and Corollary III.1,
respectively.

Corollary III.2. The class N is partitioned into the two disjoint normalized subclasses
N0 and N̄0 with respect to the constraints G∗ 6= −G and G∗ = −G, respectively. Both the
subclasses are normalized in the usual sense. The usual equivalence group G∼N0 coincides
with the equivalence group G∼N of the entire class N and the usual equivalence group G∼

N̄0
consists of point transformations that form the group G∼N except the condition ΨψΨψ∗ =
0.

For the case G 6= 0, 1, we look at point transformations of a subclass K of the class N
defined by certain restrictions on G provided that they preserve the form of the parameter
function F . The cases G 6= 0, 1 are excluded from this consideration: for G = 0 we have
no Schrödinger equation; for G = 1 we have an equation from the class F of equations (2).

Theorem III.2. The equivalence group G∼K of any subclass K of the class N singled out
by specific forms of the arbitrary element G, G 6= 0, 1 and that preserves the form of the
arbitrary element F as given in (1), is a subgroup of either the equivalence group G∼

N̄0
or

the equivalence group G∼N0 of the classes N̄ and N0, respectively.

Proof. The proof follows from Theorem III.1. Any given form of G satisfying the restric-
tions in the above Theorem does not change the transformations (7a)–(7c). Therefore,
any subclass K consisting of these transformations will not be normalized. Consequently,
the same partition in terms of the conditions G∗ 6= −G and G∗ = −G is made for the
subclass K as in the larger class N. As this partition induces the similar partition of the
equivalence groupoids of the corresponding subclasses, it is obvious that any equivalence
group G∼K is a subgroup of either the equivalence group G∼

N̄0
or the equivalence group

G∼N0 .

Restricting the class N by putting G = 1 and preserve keeping the arbitrary function
F , we obtain the class F whose equations are of the form (2). It is easy to derive its
equivalence groupoid G∼F from the equivalence groupoid G∼N computed in Section 2. In
the following, we use the following notation for a complex number β

β̂ = β if Tt > 0 and β̂ = β∗ if Tt < 0.

Theorem III.3. The equivalence groupoid G∼F of the class F consists of triple of the
form (F, F̃ , ϕ), where ϕ is a point transformation in the space of variables, given by

t̃ = T, x̃a = |Tt|1/2Oabxb + X a, ψ̃ = Ψ(t, x, ψ̂), (10a)
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and the transformed function F̃ is expressed via F as

F̃ = 1
|Tt|

(
Ψψ̂F̂ − iε

′Ψt + i

(
Ttt

2|Tt|
xa + ε′

|Tt|1/2
X bt Oba

)
(Ψa + Ψψ̂ψ̂a)

)
(10b)

− 1
|Tt|

(
Ψaa + 2Ψaψ̂ψ̂a + Ψψ̂ψ̂ψ̂aψ̂a

)
,

where T and X are arbitrary smooth real-valued functions of t, Tt 6= 0, Ψ is an arbitrary
smooth complex-valued function of t, x and ψ̂, Ψψ̂ 6= 0, O is an n-dimensional orthogonal
matrix. Here ε′ = sgnTt.

Proof. Consider point transformations (7a)–(7c) in Theorem III.1 where G = 1, i.e.,
H = |Tt|. Then following [27, Theorem 2] we obtain the transformations (10a). The
transformation of F̃ is obtained by using (10a) into transformation (7c).

Corollary III.3. The class F is normalized. Its equivalence group G∼F is generated by
transformations of the form (10a)–(10b). More specifically, G∼F consists of continuous
transformations of the above form, where Tt > 0 and two discrete transformations, the
space reflection Ia for a fixed a (t̃ = t, x̃a = −xa, x̃b = xb, b 6= a, ψ̃ = ψ, F̃ = F ) and
the Wigner time reflection It (t̃ = −t, x̃ = x, ψ̃ = ψ∗, F̃ = F ∗).

Further, restricting the arbitrary element F by putting Fψa = Fψ∗a = 0, we obtain
the subclass F1 of equations of the form (3). Then transformations (7c) give us

Ψaψ̂ = 1
2X

a
bX

b
tΨψ̂, Ψψ̂ψ̂ = 0. (11)

Integrating these equations we obtain Ψ. We then have the following:

Theorem III.4. The class F1 is normalized. Its equivalence group G∼F1 is a subgroup
of G∼F and consists of point transformations of the form (10a)– (10b), where

Ψ = exp
(
i

8
Ttt
|Tt|

xaxa + i

2
ε′X bt
|Tt|1/2

Obaxa + iΣ + Λ
)
ψ̂ + Ψ0,

and T , X , Λ and Σ are arbitrary smooth real-valued functions of t, Tt 6= 0, Ψ0 is an
arbitrary smooth complex-valued function of t and x and O is an n-dimensional constant
orthogonal matrix.

We now turn our attention to the class S of equations of the form (4). This class is
a subclass of the class F with F = S(t, x, ρ)ψ. The arbitrary element is now S and it
satisfies the additional conditions

ψSψ − ψ∗Sψ∗ = 0, ψSψ + ψ∗Sψ∗ 6= 0. (12)

With this, we deduce the following result from Theorem III.4:

Theorem III.5. The class S is normalized. The equivalence group G∼S of this class is
the subgroup of G∼F1 , for which Ψ0 = 0. That is, the group G∼S consists of transformations
in the space of variables and the arbitrary element of the form

t̃ = T, x̃a = |Tt|1/2Oabxb + X a, (13a)

ψ̃ = exp
(
i

8
Ttt
|Tt|

xaxa + i

2
ε′X bt
|Tt|1/2

Obaxa + iΣ + Λ
)
ψ̂ (13b)
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S̃ = Ŝ

|Tt|
+ 2TtttTt − 3Ttt2

16ε′Tt3
xaxa +

(
X bt
Tt

)
t

ε′Obaxa
2|Tt|1/2

+ Σt − iΛt
Tt

− X
a
t X at + inTtt

4Tt2
.

(13c)

Here T , X a, Λ and Σ are arbitrary smooth real-valued functions of t with Tt 6= 0, ε′ =
sgnTt and O = (Oab) is an arbitrary constant n× n orthogonal matrix.

Note 1. Theorem III.5 is important in the group classification of any subclass of the
class S. The equivalence transformations for any such subclass are deduced from the
transformations (13).

Corollary III.4. For any equation from the class S, ρSρρ/Sρ is constant under any
transformation which maps this equation to an equation from the same class, exclud-
ing It. In particular, if ρSρρ/Sρ is a real-valued, then it is an invariant of the admissible
transformations in the class S.

To find the equivalence algebra g∼S of the class S we use the knowledge of the equiv-
alence group G∼S of the class S as described in Theorem III.5. We evaluate the set of
all infinitesimal generators of one-parameter subgroups of the group G∼S by representing
the the parameter function Σ as Σ = 1

4X
aX at + Σ̄, where Σ̄ is a function of t, to ensure

the existence of one-parameter subgroup of G∼. Next we successively assume one of the
parameter-functions T , O, X a, Σ̄ and Λ to depend on a continuous parameter δ and
setting the other parameters to their trivial values. That is t for T , the n × n identity
matrix for O and zeroes for X a, Σ̄ and Λ. This procedure leads to the components of the
associated infinitesimal generator Q = τ∂t + ξa∂a + η∂ψ + η∗∂ψ∗ + θ∂S + θ∗∂S∗ , where
they are computed as

τ = dt̃
dδ

∣∣∣
δ=0

, ξa = dx̃
dδ

∣∣∣
δ=0

, η = dψ̃
dδ

∣∣∣
δ=0

, θ = dS̃
dδ

∣∣∣
δ=0

.

Then we find the following:

Corollary III.5. The equivalence algebra g∼S of the class S is the algebra,

g∼S = 〈D̂(τ), Ĵab, a < b, Ĝ(χ), M̂(σ), Î(ζ)〉

where τ , χ = (χ1, . . . , χn), σ and ρ run through the set of smooth real-valued functions
of t,

D̂(τ) = τ∂t + 1
2τtxa∂a + i

8τttxaxa (ψ∂ψ − ψ∗∂ψ∗)

−
(
τtS −

1
8τtttxaxa + i

τtt
4

)
∂S −

(
τtS
∗ − 1

8τtttxaxa − i
τtt
4

)
∂S∗ ,

Ĵab = xa∂b − xb∂a, a 6= b,

Ĝ(χ) = χa∂a + i

2χ
a
t xa (ψ∂ψ − ψ∗∂ψ∗) + 1

2χ
a
ttxa (∂S + ∂S∗) ,

M̂(σ) = iσ(ψ∂ψ − ψ∂ψ∗) + σt(∂S + ∂∗S),
Î(ζ) = ρ(ψ∂ψ + ψ∗∂ψ∗)− iρt(∂S + ∂∗S).
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4 Determining equations for Lie symmetries
Consider an equation LS from the class S for a fixed S and let gS the maximal Lie invari-
ance algebra of this equation. Then a vector field in the space of variables (t, x, ψ, ψ∗)
belonging to gS is of the form Q = τ∂t + ξa∂a + η∂ψ + η∗∂ψ∗ , where the components τ ,
ξa, η and η∗ are smooth functions of (t, x, ψ, ψ∗). The infinitesimal invariance criterion
states that

Q(2) (iψt + ψaa + S(t, x, ρ)ψ)
∣∣
LS

= 0,

where Q(2) is the second prolongation of the vector field Q. The computation of this
expression gives us

iηt + ηaa + (τSt + ξaSa)ψ + ρSρη = 0, (14)

where

ηt = Dt (η − τψt − ξaψa) + τψtt + ξaψta,

ηab = DaDb (η − τψt − ξcψc) + τψtab + ξcψabc,

and we recall that Dt and Da are the operators of total derivatives with respect to t
and xa, respectively. Using equation (14) and take into account that ψt = iψaa + iSψ
and ψ∗t = −iψ∗aa − iSψ∗, we derive the following linear overdetermined system for the
coefficients of the vector field Q:

τψ = τψ∗ = τa = 0, ξaψ = ξaψ∗ = 0,
τt = 2ξ1

1 = · · · = 2ξnn , ξab + ξba = 0, a 6= b,
(15a)

ηψ∗ = ηψψ = 0, 2ηψa = iξat , ψηψ = η, (15b)

iηt + ηaa + (τSt + ξaSa)ψ + ρSρReηψ + τtS = 0. (15c)

The general solution of the subsystems (15a) and (15b) is

τ = τ(t), ξa = 1
2τtxa + κabxb + χa,

η =
(
i

8τttxaxa + i

2χ
axa + ζ + iσ

)
ψ,

where τ , χa, ζ and σ are smooth real-valued functions of t, and (κab) is a constant skew-
symmetric matrix. Putting these expressions into the subsystem (15c), we derive the
classifying condition for Lie symmetry vector fields of equations from the class S and we
obtain:

Theorem III.6. The maximal Lie invariance algebra gS of an equation LS from the
class S consists of the vector fields of the form D(τ) +

∑
a<b

κabJab +G(χ) + σM + ζI,
where

D(τ) = τ∂t + 1
2τtxa∂a + 1

8τttxaxaM, Jab = xa∂b − xb∂a, a 6= b,

G(χ) = χa∂a + 1
2χ

a
t xaM, M = iψ∂ψ − iψ∗∂ψ∗ , I = ψ∂ψ + ψ∗∂ψ∗ ,
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the parameters τ , χa, ζ and σ are arbitrary real-valued smooth functions of t and the
matrix (κab) is an arbitrary constant skew-symmetric matrix that satisfy the classifying
condition

τSt +
(1

2τtxa + κabxb + χa
)
Sa + ζρSρ + τtS

= 1
8 τtttxaxa + 1

2χ
a
ttxa + σt − iζt − i

n

4 τtt.
(16)

This theorem means that a vector field Q is said to be a Lie invariance algebra
of an equation LS from S if and only if (τ, χ, ζ) 6= (0, 0, 0) or σt = 0. Varying the
arbitrary element S and splitting the classifying condition (16) with respect to the various
derivatives of S, we obtain the kernel invariance algebra g∩ of the class S.

Proposition III.1. The kernel invariance algebra of the class S is g∩ = 〈M〉 and its
corresponding group G∩S is formed by the transformations t̃ = t, x̃ = x, ψ̃ = ψeiΨ, S̃ = S,
where Ψ is an arbitrary constant.

We define g〈 〉 as the linear span of all vector fields in Theorem III.6 of all equations
when the arbitrary element S varies. That is

g〈 〉 :=

{
Q = D(τ) +

∑
a<b

κabJab +G(χ) + σM + ζI

}
=
∑
S

gS .

The nonzero commutation relations between vector fields of g〈 〉 are:

[D(τ1), D(τ2)] = D(τ1τ2
t − τ2τ1

t ), [D(τ), G(χ)] = G
(
τχt −

1
2τtχ

)
,

[D(τ), σM ] = τσtM, [D(τ), ζI] = τζtI,

[Jab, Jbc] = Jac, a 6= b 6= c 6= a,

[Jab, G(χ)] = G(χ̂) with χ̂a = χb, χ̂b = −χa, χc = 0, a 6= b 6= c 6= a,

[G(χ), G(χ̃)] = 1
2 (χaχ̃at − χ̃aχat )M.

From these commutation relations it is clearly seen that the linear span g〈 〉 is a Lie
algebra and the subspaces

〈σM〉, 〈ζI〉, 〈G(χ), σM〉, 〈G(χ), σM, ζI〉, 〈Jab, G(χ), σM〉,
〈Jab, G(χ), σM, ζI〉, 〈D(τ), G(χ), σM, ζI〉

are ideals of g〈 〉. Furthermore, the subspaces 〈D(τ)〉, 〈Jab〉 and 〈D(τ), Jab〉 are subalge-
bras of g〈 〉.

Definition III.1. A subalgebra s of gS is said to be appropriate if there exists an
arbitrary smooth function S such that s = gS .

The push-forward actions of elementary transformations to the vector fields span-
ning g〈 〉 are given by

D∗(T )D(τ) = D(τ̃), D∗(T )G(χ) = G(χ̃),
D∗(T )(σM) = σ̃M̃ , D∗(T )(ζI) = ζ̃ Ĩ ,
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G∗(X )D(τ) = D̃(τ) + G̃
(
τXt −

1
2τtX

)
+
(1

8τttX
aX a − 1

4τtX
aX at −

1
2τX

aX att
)
M̃,

G∗(X )G(χ) = G̃(χ) + 1
2(χaX at − χatX a)M̃,

G∗(X )Jab = J̃ab +G(X̂ )− 1
2(X aX bt −X bX at )M̃,

M∗(Σ)D(τ) = D̃(τ) + τΣtM̃, I∗(Λ)D(τ) = D̃(τ) + τΛtĨ .

Here tildes over the vector fields mean that these vector fields are expressed in the new
variables, where τ̃(t̃) = (Ttτ)(T−1(t̃)), χ̃(t̃) = χT

1/2
t |t=T−1(t̃), X̂ a = X b, X̂ b = −X a,

X̂ c = 0, c 6= a, b, σ̃ = σ(T−1(t̃)), ρ̃ = ρ(T−1(t̃)) and in each push-forward by D∗(T ) we
should substitute the expression for t given by inverting the relation t̃ = T (t); t = t̃ for
the other push-forwards.

For any arbitrary element S in the class of equations (4) the following results hold.

Lemma III.1. gS ∩ 〈σM, ζI〉 = 〈M〉.

Proof. We first prove that the left-hand side is included in the algebra on the right-hand
side. Putting τ = 0, χa = 0 and κab = 0 in the classifying condition we obtain

σt = 0, ζρSρ = −iζt.

Splitting the second equation with Sρ gives ζ = 0, so that gS ∩ 〈σM, ζI〉 ⊂ 〈M〉. The
implication in the other direction is clear since the kernel invariance algebra is always
contained in the maximal Lie invariance algebra.

Lemma III.2. gS ∩ 〈σM〉 = 〈M〉.

Proof. This follows from the previous Lemma.

Lemma III.3. dim gS 6
n(n+ 3)

2 + 4 for any S with Sρ 6= 0.

Proof. The proof is similar to the one given in Lemma 12 in [27]. Thus, fixing the
arbitrary element S and putting ζ = 0, the classifying condition (16) yields the following
system of linearly ordinary differential equations:

τttt = γ00τt + γ01τ + γ0,a+1χa + θ0abκab,

χctt = γc0τt + γc1τ + γc,a+1χa + θcabκab,

σt = γn+1,0τt + γn+1,1τ + γn+1,a+1χa + θn+1,abκab,

ζt = −n4 τtt + ζρSρ + γn+2,0τt + γn+2,1τ + γn+2,a+1χa + θn+2,abκab,

where the coefficients γpq and θpab, p = 0, . . . , n+2, q = 0, . . . , n+1, a < b, are functions
of t. From this it is clear that the upper bound of dim gS can not exceed the sum of
the number of pairs (a, b) of rotations with a < b and the number of arbitrary constants
involved in the above system, i.e., n(n + 3)/2 + 5. But Lemma III.1 shows that this
number is reduced by 1 for any S with Sρ 6= 0. This proves the Lemma.

Lemma III.4. dim gS ∩ 〈G(χ), σM〉 6 2n+ 1.

Proof. Just as in Lemma III.3, we omit the first equation of the system from the proof
and set τ = 0, κab = 0 and then using Lemma III.1 we obtain the stated result.
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5 Schrödinger equations with potentials and
modular nonlinearity

We consider the class V of multidimensional nonlinear Schrödinger equations with poten-
tials and modular nonlinearities of the form (5), where S = f(ρ) + V (t, x) with fρ 6= 0,
ρ = |ψ|. This class is singled out from the class S by the condition Sρt = Sρa = 0 and
Sρ 6= 0 or equivalently by

ψSψt + ψ∗Sψ∗t = ψSψa + ψ∗Sψ∗a = 0, ψSψ + ψ∗Sψ∗ 6= 0. (17)

The point transformations for the class V are obtained from the point transforma-
tions (13). These point transformations are of the form (6) so that they preserve the
systems formed by the equations (4), (12) and (17).

Theorem III.7. The class V is not normalized. The equivalence group G∼V of the class
V consists of point transformations (13), where Ttt = 0 and Λt = 0. The subclass V′

of V defined by the condition ρfρρ/fρ ( ≡ ρSρρ/Sρ) is not a real constant, has the same
equivalence group. This class is normalized. They are two further cases, corresponding
to equations (5):

P0 := {iψt + ψaa + f(ρ)ψ + V ψ = 0, ρfρρ/fρ = −1, i.e., f = δ ln ρ},
Pλ = {iψt + ψaa + f(ρ)ψ + V ψ = 0, ρfρρ/fρ = λ− 1, i.e., f = δρλ, λ 6= 0},

where δ is nonzero complex constant. These two cases are normalized.

It is clear that the subclasses V′ and Pλ, λ ∈ R have no common equations in the
class V, which in turn shows that there are no point transformations connecting equations
from these subclasses.

The class V can be represented as the union of the disjoint normalized subclasses
V′, P0 and Pλ. This follows from the fact that the set of admissible transformations of
the class V is the union of the sets of admissible transformations for the corresponding
subclasses generated by their equivalence groups. Fore more details we refer to [38].

In the following we denote by G∼V′ , G∼P0 and G∼Pλ the equivalence groups for the classes
V′, P0 and Pλ, respectively. In the course of the group classification, we investigate each
subclass separately and as mentioned above the classification result for the whole class
V will be the union of the classification results corresponding to each subclass.

Remark III.1. Theorem III.5 together with the results of Sections 6.1–6.3 shows that
for each fixed λ 6= 0, any transformation from G∼S is presented as a composition of
transformations from the equivalence groups G∼V′ , G∼P0 and G∼Pλ .

5.1 General case
Here, we discuss the point transformations and Lie symmetry properties for group clas-
sification of the class V′ consisting of equations

iψt + ψaa + f(ρ)ψ + V (t, x)ψ = 0, ρfρρ/fρ 6= λ, ∀λ ∈ R. (18)

Theorem III.7 then gives us that, in this case, Λt = 0 and Ttt = 0. Substituting this into
the transformations (13) leads to the following result:
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Corollary III.6. If the potential V in equation (18) is linear in x, then equation (18)
is equivalent under a transformation of the form (13) to an equation of the form

iψt + ψaa + f(ρ)ψ = 0, ρfρρ/fρ 6= constant.

Remark III.2. The action of the group G∼V on f is by multiplication by nonzero real
constants and by complex conjugation, so we restrict our investigation to the class of
equations with a fixed nonlinearity f(ρ) under the assumption that f is determined up
to a real multiplicative constant or complex conjugation and the only arbitrary element
is then V . We denote by Vf the class of equations in V satisfying this restriction.

Theorem III.8. The class Vf is normalized. Its equivalence group G∼
Vf

is given by
transformations (13) with Tt = 1 (Tt = ±1 if f is a real-valued function) and Λ = 0.

Lemma III.5. The maximal Lie invariance algebra gV of an equation LV from Vf with
ρfρρ/fρ 6= λ ∈ R, consists of vector fields of the form D(c0)+

∑
a<b

κabJab+G(χ)+σM ,
where c0 is a nonzero real constant, the parameter functions χa and σ are arbitrary real-
valued smooth functions of t and the matrix (κab) is an arbitrary constant skew-symmetric
matrix that satisfy the condition

c0Vt + (κabxb + χa)Va = 1
2χ

a
ttxa + σt. (19)

The kernel invariance Lie algebra of equations from the class Vf is g∩ = 〈M〉.

Proof. We put S = f(ρ) + V (t, x) into the classifying condition (16) and then, noting
that ρfρρ/fρ 6= λ ∈ R, we obtain τt = 0 and ζ = 0. The kernel is obtained by varying
the arbitrary element V .

Consider the linear span g〈 〉,

g〈 〉 :=

{
Q = D(1) +

∑
a<b

κabJab +G(χ) + σM

}
=
∑
V

gV .

The following assertions hold for any potential V in the algebra gV :

dim gV 6
n(n+ 3)

2 + 2, dim gV ∩ 〈G(χ), σM〉 6 2n+ 1,

gV ∩ 〈σM〉 = 〈M〉.

5.2 Logarithmic modular nonlinearity
We study the point transformations and Lie symmetry properties for the class P0 whose
equations of the general form

iψt + ψaa + δψ ln ρ+ V (t, x)ψ = 0, (20)

where δ is an arbitrary nonzero complex number and V is an arbitrary complex-valued
function of t and x. The class P0 is singled out from the class S by constraints Sρt = Sρa =
0 and (ρSρ)ρ = 0, i.e., ψSψt + ψ∗Sψ∗t = ψSψa + ψ∗Sψ∗a = 0 and (ψ∂ψ + ψ∗∂ψ∗)2S = 0.

We can find the point transformations connecting two equations from the class P0 by
direct calculation. However, we have already found point transformations for the class S
in this way, so we can simply obtain them from Theorem III.5. Putting S = δ ln ρ+V (t, x)
into (13c) we see that we have the following transformations:
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Theorem III.9. The class P0 is normalized. Its equivalence group G∼P0 is given by
transformations (13) with Ttt = 0. Further, the transformations of δ and V are

δ̃ = δ̂

|Tt|
, Ṽ = V̂

|Tt|
+ εX btt

2|Tt|3/2
Obaxa − δ̂

Λ
|Tt|
− 1

4
X at X at
T 2
t

+ Σt − iΛt
Tt

, (21)

where the parameter functions X a, Λ and Σ are arbitrary smooth real-valued functions
of t, ε = ±1 and O is an arbitrary n× n matrix satisfying OOT = I.

Corollary III.7. The potential V in (21) can be gauged to zero by means of point
transformations when Vab = 0.

Remark III.3. Arguing as in Remark III.2, we can restrict the arbitrary element δ =
δ1 + iδ2 by putting |δ| = 1, δ2 > 0 and assuming V to be the only arbitrary element
in the equation. The class P0 with this restriction is denoted by Pδ0 and is the class
which we consider below. The equivalence group G∼

Pδ0
of this class consists of the point

transformations of the form (13), where Tt = 1 if δ2 = Im δ > 0 and Tt = ±1 if δ2 = 0.

Putting S = δ ln ρ+V (t, x) into the classifying condition (16) and then splitting with
respect to ρ yields τt = 0. We then have:

Lemma III.6. Any vector field Q from the maximal Lie invariance algebra gV of an
equation LV from the subclass Pδ0 is of the form D(c0) +

∑
a<b

κabJab+G(χ) +σM + ζI,
where c0 is a nonzero real constant, the parameter functions χa, σ and ζ are arbitrary
real-valued smooth functions of t and the matrix (κab) is an arbitrary constant skew-
symmetric matrix. The coefficients of these vector fields satisfy the classifying condition

c0Vt + (κabxb + χa)Va = 1
2χ

a
ttxa + σt − iζt − δζ. (22)

As in the previous section the linear span g〈 〉 of vector fields from gV for any V is
given by

g〈 〉 :=

{
Q = c0 +

∑
a<b

κabJab +G(χ) + σM + ζI

}
=
∑
V

gV .

Hence for any V

dim gV 6 n(n+ 3)/2 + 3 and dim gV ∩ 〈G(χ), σM, ζI〉 6 2n+ 2.

Lemma III.7. gV ∩ 〈σM, ζI ′〉 = 〈M, I ′〉 = g∩
Pδ0

.

5.3 Power nonlinearity
The class Pλ of nonlinear Schrödinger equations with potentials and power nonlinearity
consists of the equations of the form,

iψt + ψaa + δρλψ + V (t, x)ψ = 0, (23)

where δ and λ are arbitrary nonzero complex and real constants, respectively, and V is
an arbitrary complex-valued potential depending on t and x. This class is derived from
the class (4) by imposing the conditions Sρt = Sρa = 0, (ρSρ)ρ = λSρ, or equivalently by

ψSψt + ψ∗Sψ∗t = ψSψa + ψ∗Sψ∗a = 0,
(ψ∂ψ + ψ∗∂ψ∗)2S = λ(ψ∂ψ + ψ∗∂ψ∗)S.

(24)
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It follows from the definition of the class Pλ of equations (23) with restrictions (24)
that the equivalence transformations will depend on the parameter λ, which means that
this class is normalized in the extended sense. Further, λ is an invariant of all admissi-
ble transformations in the class (4) so that equations with different values of λ do not
transform into one another. To facilitate the group classification of equations from the
class Pλ, we assume that λ is fixed. Here and below Pλ stands for the class of equa-
tions (23) with a fixed value of λ. There are two ways to find the equivalence group G∼Pλ
for the class of equations (23). The first is to find all invertible point transformations
in the space (t, x, ψ, ψ∗, S, S∗), under which the system constituted by equations (17)
and (24) is invariant. The second is to consider the class Pλ with the involved arbitrary
elements δ and V , where

iψt + ψaa + δρλψ + V ψ = 0, Vψ = Vψ∗ = 0, δt = δa = δψ = δψ∗ = 0.

and then single out the equivalence group G∼Pλ from the point transformations (13a)–
(13c) of Theorem III.5.

Theorem III.10. The class Pλ with λ 6= 0 is normalized. The equivalence group G∼Pλ
consists of point transformations (13), where eΛ = µ|Tt|−1/λ, µ > 0. The transformed
values of δ and V are

δ̃ = δ̂

µλ
,

Ṽ = V̂

|Tt|
+ 2TtttTt − 3Ttt2

16ε′Tt3
xaxa + ε′

2|Tt|1/2

(
X bt
Tt

)
t

Obaxa

+ Σt
Tt
− X

a
t X at

4Tt2
+ iλ′

Ttt
T 2
t

,

where λ′ = 1
λ
− n

4 , T , χ and Σ are real-valued functions of t. As well as this family of
continuous transformations, the group G∼Pλ also contains two discrete transformations:
the space reflection Ia for a fixed a (t̃ = t, x̃a = −xa, x̃b = xb, b 6= a, ψ̃ = ψ, δ̃ = δ,
Ṽ = V ) and the Wigner time reflection It (t̃ = −t, x̃ = x, ψ̃ = ψ∗, δ̃ = δ∗, Ṽ = V ∗).

Corollary III.8. A (1 + n)-dimensional nonlinear Schrödinger equation with a power
nonlinearity of the form (23) is equivalent to a nonlinear Schrödinger equation indepen-
dent of x with respect to a point transformation if

V = h(t)xaxa + ha(t)xa + h̃0(t) + ih0(t), (25)

where h, ha, h0 and h̃0 are real-valued functions of t. More specifically, for λ = 4/n,
any real-valued potential quadratic in x can be transformed to zero. For λ 6= 4/n, the
potential V in (25) can be gauged to zero if and only if 16(λ′)2h = 2ελ′h0

t + (h0)2.

Proof. It is clear that the expression for V in (25) is obtained by putting the transformed
potential Ṽ = 0 in Theorem III.10. For λ 6= 4/n we note that (25) and Ṽ = 0 give us
h0(t) = −ελ′ Ttt

Tt
. Differentiating both sides of this expression with respect to t gives h0

t =
−ελ′ TtttTt−T

2
tt

T2
t

. We also have h(t) = − 2TtttTt−3T2
tt

16T2
t

. Solving for TtttTt in both h(t) and
h0
t and then equating the two expressions yields the last equality in Corollary III.8.

Remark III.4. Theorem III.10 implies that any point transformation connecting two
equations in the class Pλ acts on δ by multiplication with nonzero real constants and by
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complex conjugation. We denote by Pδλ the subclass of Pλ with the restriction |δ| = 1
and δ2 > 0, as in Remark III.3. The equivalence group G∼

Pδ
λ

of the class Pδλ consists of
the transformations (13a)–(13c), where Tt > 0 if δ2 > 0 and µ = 1. Here and below
δ1 = Re δ, δ2 = Im δ and we now write Pλ for Pδλ for simplicity of notation.

Theorem III.11. If two equations from the class Pλ with the parameter values (δ, V )
and (δ̃, Ṽ ) are transformed each other by point transformations then δ̃ = δ. Moreover,
since δ 6= 0 any transformation of such type belongs to G∼Pλ .

Next consider S = δρλ + V (t, x). In this case the classifying condition (16) becomes

τVt +
(1

2τtxa + κabxb + χa
)
Va + δ(λζ + τt)ρλ + τtV

= 1
8 τtttxaxa + 1

2χ
a
ttxaσt − iζt − i

n

4 τtt

from which we deduce that λζ + τt = 0. The vector field Q given in Theorem III.6
can be written as Q = D(τ) +

∑
a<b

κabJab + G(χ) + σM − λ−1τtI. Writing Dλ(τ) =
D(τ) − λ−1τtI and putting all the above information together we obtain the following
result:

Lemma III.8. Any vector field Q from the maximal Lie invariance algebra gV of an
equation LV from the class Pλ is of the form Dλ(τ)+

∑
a<b

κabJab+G(χ)+σM . Further,
the coefficients of Q satisfy the classifying condition

τVt +
(1

2τtxa + κabxb + χa
)
Va + τtV = 1

8 τtttxaxa + 1
2χ

a
ttxa + σt + iλ′τtt, (26)

where λ′ = 1
λ
− n

4 .

Lemma III.9. The kernel invariance Lie algebra of equations from the class Pλ is
g∩ = 〈M〉.

Consider the linear span

g〈 〉 :=

{
Q = Dλ(τ) +

∑
a<b

κabJab +G(χ) + σM

}
=
∑
V

gV .

Then for any V we have

dim gV 6 n(n+ 3)/2 + 4, gV ∩ 〈σM〉 = 〈M〉, dim gV ∩ 〈G(χ), σM〉 6 2n+ 1,

where π0 is the projection on the space of variable t.

Lemma III.10. For all V , π0
∗gV is a Lie algebra and dimπ0

∗gV 6 3. Moreover,

π0
∗gV ∈ {0, 〈∂t〉, 〈∂t, t∂t〉, 〈∂t, t∂t, t2∂t〉} mod π0G∼Pλ , where π0

∗g〈 〉 = 〈τ∂t〉.

6 Group classification in dimension (1+2)
In this section we present the group classification of the class V. We recall that this
class is not normalized but that it is partitioned into the three subclasses V′, P0 and
Pλ consisting of equations whose general forms are (18), (20) and (23), respectively. We
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first assume the following: the nonlinear term f(ρ) is fixed in V′, we have |δ| = 1 and
δ2 > 0 in P0 and Pλ and we then treat the classes Vf , Pδ0 and Pδλ with these restrictions
and the only arbitrary elements are then the V . Thus, in Section 5 and in the rest of
the paper, the Lie symmetry extension is denoted by gV . We solve completely the group
classification of these classes for n = 2. The indices a, b then satisfy a, b ∈ {1, 2} and we
sum over repeated indices.

We also use the notations

|x| =
√
x2

1 + x2
2, φ = arctan x2/x1,

ω1 = x1 cosκt+ x2 sinκt, ω2 = −x1 sinκt+ x2 cosκt,

where in Subsection 6.1 the constant κ is set to be one. For each appropriate subalgebra
s of g〈 〉, we also introduce five integers that are invariant under equivalence transforma-
tions: in Section 6.1 and Section 6.3 we define the invariant integers as

k0 := dim s ∩ 〈σM〉 = dim g∩ = 1,
k1 := dim s ∩ 〈G(χ), σM〉 − k0,

k2 := dim s ∩ 〈J, G(χ), σM〉 − k1 − k0,

k3 := dim s− k2 − k1 − k0 = dimπ0
∗s,

r1 := rank{χ | ∃σ : G(χ) + σM ∈ s},

and in Section 6.2 we define the invariant integers as

k0 := dim s ∩ 〈σM, ζI〉 = dim g∩ = 2,
k1 := dim s ∩ 〈G(χ), σM, ζI〉 − k0,

k2 := dim s ∩ 〈J, G(χ), σM, ζI〉 − k1 − k0,

k3 := dim s− k2 − k1 − k0 = dimπ0
∗s,

r1 := rank{χ | ∃σ, ζ : G(χ) + σM + ζI ∈ s},

where π0 is the projection onto the space of the variable t. It is obvious that in each case

dim s = k0 + k1 + k2 + k3.

6.1 General case of nonlinearity
For any V in the class Vf the following conditions hold for n = 2:

dim gV 6 7, k2 ∈ {0, 1}, k3 ∈ {0, 1}, r1 ∈ {0, 1, 2}.

Therefore any appropriate subalgebra of g〈 〉 is spanned by
• the basis vector field M of the kernel g∩,
• k1 vector fields G(χp1, χp2) + σpM with linearly independent tuples (χp1, χp2),

p = 1, . . . , p = k1,
• k2 vector fields of the form J +G(χ01, χ02) + σ0M ,
• k3 vector fields of the form D(1)+κqJ+G(χq1, χq2)+σqM+ρqI with q = k1 +k3.

Theorem III.12. A complete list of inequivalent Lie symmetry extensions and their cor-
responding potentials in the class Vf is given in the following list, where U is an arbitrary
complex-valued smooth function of its arguments (or an arbitrary complex constant). The
other functions and constants take real values.
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0. V = V (t, x): gV = g∩ = 〈M〉.
1. V = U(x1, x2): gV = 〈M, D(1)〉.
2. V = U(ω1, ω2): gV = 〈M, D(1) + J〉.
3. V = U(t, |x|) + σt(t)φ: gV = 〈M, J + σ(t)M〉.
4. V = U(|x|) + εφ, ε ∈ {0, 1}: gV = 〈M, J + εtM, D(1)〉.
5. V = U(t, x2) + 1

4γ(t)x2
1: gV = 〈M, G(χ11, 0), G(χ21, 0)〉, where χ11 and χ21 are

linearly independent solutions of the equation χtt = γχ, γ is an arbitrary real-
valued function of t.

6. V = U(x2) + 1
4γx

2
1, γ ∈ {−1, 0, 1}: gV = 〈M, G(χ11, 0), G(χ21, 0), D(1)〉, where

χ11 and χ21 are linearly independent solutions of the equation χtt = γχ.

7. V = U(t, θ) + χ1
tt

4χ1 x
2
1 + χ2

tt

4χ2 x
2
2, χ1χ2

t − χ2χ1
t 6= 0, θ = χ1x2 − χ2x1:

gV = 〈M, G(χ1, χ2)〉.
8. V = U(ω2) + 1

4 (β2 − 1)ω2
1 + βω1ω2:

gV = 〈M, G(eβt cos t, eβt sin t), D(1) + J〉.
9. V = 1

4h
ab(t)xaxb+ih00(t), h12 = h21: gV = 〈M, G(χp1, χp2), p = 1, . . . , 4〉, where

{(χp1(t), χp2(t))} is a fundamental set of solutions of the system χatt = habχb.
10. V = 1

4αω
2
1 + 1

4βω
2
2 + iν, α 6= β, κ ∈ {0, 1}:

gV = 〈M, G(θp1 cosκt−θp2 sinκt, θp1 sinκt+θp2 cosκt), D(1)+κJ, p = 1, . . . , 4, 〉,
where (θp1(t), θp2(t)) are linearly independent solutions of the system θ1

tt + 2κθ2
t =

(κ2 + α)θ1, θ2
tt − 2κθ1

t = (κ2 + β)θ2.
11. V = 1

4h(t)xaxa + ih0(t):
gV = 〈M, G(χp1, χp2), J〉, where p = 1, . . . , 4, {(χp1(t), χp2(t))} is a fundamental
set of solutions of the system, χatt = hχa, h and h0 are real-valued functions of t.

12. V = 1
4αxaxa + iα0:

gV = 〈M, G(χ11, 0), G(χ21, 0), G(0, χ32), G(0, χ42), J, D(1)〉,
where {χ11(t), χ21(t)} and {χ32(t), χ42(t)} are fundamental sets of solutions of the
equation χtt = αχ.

Remark III.5. Here we discuss a few cases for the maximality of essential Lie invariance
algebras listed in Theorem III.12 with respect to their corresponding potentials. In some
cases we have presented simple necessary and sufficient conditions that provide such
inequivalence. In other cases these conditions are not so obvious. Thus in Case 3 the
maximality condition for Lie symmetry extension is Ut 6= 0 or σt 6= 0, which excludes
the values of V that are G∼-equivalent to those in Case 4. In Case 5 the condition of
maximal Lie symmetry extension is Ut 6= 0 or γ /∈ {−1, 0, 1} in order to exclude potentials
G∼-equivalent to those in Case 6. Similarly, potentials in Cases 5–6 and Case 8 are G∼-
inequivalent to those in Cases 9–12 if and only if (Ux2x2x2 6= 0 or ImUx2 6= 0) and
(Uω2ω2ω2 6= 0 or ImUω2 6= 0), respectively. To avoid the equivalences between potentials
of Case 11 and those of Case 12 we require that ht(t) 6= 0 or h0

t (t) 6= 0 in Case 11.

Proof. Using k3, k2 and r1 we single out different cases, where the general form of basis
vector fields of a Lie symmetry extension is

Qs = D(1) + κsJ +G(χs1, χs2) + σsM,

where the range of s is equal to dim gV −1, and all the parameter functions are real-valued
functions of t.
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k2 = r1 = 0. Any extension of the algebra gV is given by the vector fields of the form
Q1 = D(1) + κ1J + G(χ11, χ12) + σ1M . Up to G∼V′ -equivalence we can set (χ11, χ12) =
(0, 0), σ1 = 0 and reduce Q1 to D(1) + κ1J with κ ∈ {0, 1}. Varying k3 we obtain three
cases, the general Case 0 for k3 = 0 with gV = g∩ and Cases 1 and 2 for k3 = 1.

k2 = 1, r1 = 0. The algebra gV contains, apart from the kernel, a vector field of the form
Q0 with κ0 = 1, and additional extension is given by Q1. The commutation relations of
Q1 and Q0 together with transformations from G∼V′ imply that χ1a = χ0a = 0 and κ1 = 0,
which gives Q0 = J + σ0M . If σ0 is a constant then Q0 reduces to a single operator
J . Otherwise no further reduction is possible. Substituting Q0 into the classifying
condition (19) and integrating the equation in V yields the potential presented in Case 3.

Further, if gV has another extension, it is provided by the vector field Q1 = D(1) +
σ1M . The commutator [Q0, Q1] gives σ0 = t. Putting Q1 and Q0 into the classifying
condition (19) gives two independent equations in V whose common solution leads to
Case 4.

r1 = 1. If k2 = 0 then the symmetry extension is given by a vector field Q1 =
G(χ11, χ12) + σ1M with (χ11, χ12) 6= (0, 0). An additional Lie symmetry extension can
be given by another vector field of the same form or a vector field of the form Q3. Two
cases arise. Either the tuple (χ11, χ12) is proportional to a constant tuple or the tuple
(χ11, χ12) is not proportional to a constant tuple.

1. Suppose that (χ11, χ12) is proportional to a constant tuple . Then up to G∼V′ -
equivalence we can set σ1 = 0, χ12 = 0 and reduce Q1 to G(χ11, 0). Substituting
this vector field into the classifying condition (19) yields the potential

V = 1
4γ(t)x2

1 + U(t, x2),

where γ is a real valued function of t and χ1
tt = γχ1. A similar vector field Q2 = G(χ21, 0)

with χ21 = h(t)χ11 belongs to the algebra gV , where χ11 and χ21 are linearly independent
solutions of χ1

tt = γχ1, and h is nonzero real-valued function of t. If no further extensions
are possible then we have Case 5.

Otherwise, the additional extensions are provided by vector fields Q3 = D(1)+κ3J+
G(χ31, χ32) + σ3M . Up to G∼V′ -equivalence and the commutator [Q3, Q1] or [Q3, Q2],
the vector filed Q3 reduces to D(1). Substituting D(1) together with V = 1

4γ(t)x2
1 +

U(t, x2) into the classifying condition (19), we derive γ = β, where β ∈ {−1, 0, 1}. This
gives Case 6.

2. Suppose next that the tuple (χ11, χ12) is not proportional to a constant tuple,
i.e., χ11χ12

tt − χ11
tt χ

12 6= 0. In this case the algebra gV contains only a vector field from
the kernel and Q1 = G(χ11, χ12) + σ1M with linearly independent χ11 and χ12. The
vector field Q1 is reduced to Q1 = G(χ11, χ12) up to G∼V′ -equivalence. Substituting the
components of Q1 into the classifying condition (19) we derive

χ11V1 + χ12V2 = 1
2χ

11
tt x1 + 1

2χ
12
tt x2. (27)

Letting Vp be a particular solution of the equation (27) such that Vp = h11(t)x2
1 +

2h12(t)x1x2 + h22(t)x2
2, its substitution in equation (27) and splitting with respect to

various powers of x yields

χ11h11 + χ12h12 = 1
4χ

11
tt , χ11h12 + χ12h22 = 1

4χ
12
tt .
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From χ11χ12
tt − χ11

tt χ
12 6= 0 we can set h12 = 0, and obtain h11 = χ11

tt
4χ11 and h22 = χ12

tt
4χ12 .

If no further extensions are possible then the potentials are given by Case 7. Otherwise
the additional symmetry extensions are provided by Q2, which reduces to D(1) + κ2J ,
κ2 ∈ {0, 1} up to G∼V′ -equivalence. As the commutator [Q1, Q2] belongs to gV , we have
the equations

χ11
t + κ2χ12 = βχ11, χ12

t − κ2χ11 = βχ12, σt = βσ1 + β1, (28)

where β and β1 are real constants. The case κ2 = 0 necessarily implies the proportionality
of the tuple (χ11, χ12), hence κ2 = 1. The solutions of equations in (28) jointly with G∼V′
equivalence depend on the values of β (which can be zero or not) and the general form
of potential is presented by Case 8.

Next if k2 = 1 the algebra gV contains the vector fields Q0 = J +G(χ01, χ02) + σ0M
and Q1 = G(χ11, χ12) + σ1M with (χ11, χ12) 6= (0, 0). The commutation relation of Q0

with Q1 necessarily implies that r1 = 2, and consequently the case k2 = 1, r1 = 1 is not
possible.

r1 = 2. This means that the algebra gV contains two vector fields of the form Qa =
G(χa1, χa2) + σaM , where a = 1, 2 and χ11χ22 − χ12χ21 6= 0. Applying the classifying
condition (19) to the components of Qa gives the equations Va = 1

2h
ab(t)xb + h0a(t),

where all the hab, h0a are real-valued functions of t satisfying the conditions χatt = habχa

and σt = h0aχa. This means that the algebra gV contains apart from the kernel, at least
four vector fields Qp, p = 1, . . . , 4. The fact that V12 = V21 implies that the matrix (hab)
is symmetric and hence the potential V is a quadratic polynomial in x1 and x2 with the
coefficients being functions of t:

V = 1
4h

ab(t)xaxb + h0b(t)xb + h̃00(t) + ih00(t).

The functions h0b and h̃00 can be set equal to zero up to G∼V′ -equivalence and the poten-
tials reduce to

V = 1
4h

ab(t)xaxb + ih00(t). (29)

The subclass of the class Vf with potentials of this form is normalized. Its group clas-
sification is partitioned into two normalized subclasses V

f
0 and V

f
1 depending on the

values k2 = 0 and k2 = 1, respectively. The subclass V
f
1 (resp. V

f
0 ) is singled out from

the class Vf by the conditions h12 = h21 = 0, h11 = h22 (resp. its negation).
We analyze each subclass separately. Consider the subclass V

f
0 . We substitute the

potentials (29) into the classifying conditions (19) and we obtain the system

χatt = habχb, σt = 0.

The equation for the χa has a fundamental set of solutions (χp1, χp2), p = 1, . . . , 4 and
σ is a constant. If no further additional Lie symmetry extensions, the classification for
the subclass Vf0 is given by Case 9. The additional Lie symmetry extension for this case
is provided by the vector field Q5 = D(1) + κ1J +G(χ51, χ52) + σ5M , which is reduced
to D(1) + κ5J , κ ∈ {0, 1} up to G∼V′ -equivalence. Putting the vector field Q5 and with
the potential (29) into the classifying condition (19) and then splitting with respect to
different powers of xa, yields the following equations

h11
t + 2κ5h12 = 0, h12

t + κ5(h22 − h11) = 0,
h22
t − 2κ5h12 = 0, ih00

t = σt,
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which, after integrating and rearranging, give us to Case 10.
Next the condition k2 = 1, i.e., the subclass V

f
1 , means that apart from the vector

fields from the kernel and Qp, the Lie symmetry extension contains also at least a vector
field Q0 = J . In this case we obtain the potentials of the form

V = 1
4h(t)xaxa + ih0(t), h = χtt/χ, (30)

where h and h̃0 are arbitrary smooth real-valued functions of t. If k3 = 0, then we have
no further Lie symmetry extension and we have Case 11. When k3 = 1 the additional Lie
symmetry extension is given by vector fields of the form Q5 = D(1)+κ1J+G(χ51, χ52)+
σ5M , which, up to G∼V′ -equivalence, reduces to Q5 = D(1) + κ5J and the form of the
potential V is preserved under the equivalence. The commutation relations of Q5 with
Qp, p = 0, . . . , 4, show that κ = 0. Substituting the potential (30) and the components
of Q5 into the classifying conditions (19), we obtain h = α and h0 = α0, where α and α0
are real constants. Hence V = 1

4αxaxa + iα0, which leads to Case 12.

6.2 Logarithmic modular nonlinearity
We recall that the class of Schrödinger equations with a logarithmic modular nonlinearity
with a fixed δ is denoted by Pδ0 and consists of equations of the form (20). In the case
n = 2, for any V , the results from Section 5.2 imply that

dim gV 6 8, dim gV ∩ 〈G(χ), σM, ζI〉 6 6,
k2 ∈ {0, 1}, k3 ∈ {0, 1}, r1 ∈ {0, 1, 2}.

It then follows that any appropriate subalgebra of g〈 〉 is spanned by
• the basis vector fields M and I of the kernel g∩,
• k1 vector fields G(χp1, χp2)+σpM+ζpI with linearly independent tuples (χp1, χp2),

p = 1,. . . , k1,
• k2 vector fields J +G(χ01, χ02) + σ0M + ζ0I,
• k3 vector fields D(1) + κqJ +G(χq1, χq2) + σqM + ζqI with q = k1 + k3.
We will also use the following notation:

I ′ = e−δ2t(δ2I − δ1M) if δ2 6= 0 and I ′ = I + δ1tM if δ2 = 0,

G′(χa) = G(χa)− χ̃aI − δ1
∫
χ̃adtM with χ̃a = e−δ2t

∫
eδ2tχabh0bdt,

where all involved parameters will be explained in the corresponding places.

Theorem III.13. The complete list of inequivalent cases of V admitting Lie symmetry
extensions of the maximal Lie invariance algebra of equation of the form (20) is given
by the potentials presented below, where the function U is an arbitrary complex-valued
smooth of its arguments (or an arbitrary complex constant) and the other functions and
constants take real values.

0. V = V (t, x): gV = g∩ = 〈M, I ′〉.
1. V = U(x1, x2): gV = 〈M, I ′, D(1)〉.
2. V = U(ω1, ω2): gV = 〈M, I ′, D(1) + κJ, κ 6= 0〉.
3. V = U(t, |x|) + (σt − iζt − δζ)φ : gV = 〈M, I ′, J + σ(t)M + ζ(t)I〉.
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4. V = U(|x|) + αφ: gV = 〈M, I ′, J + αtM, D(1)〉.
5. V = U(t, x2) + 1

4h
11(t)x2

1 + (ih01(t) + h̃01(t))x1:
gV = 〈M, I ′, G′(χ11, 0), G′(χ21, 0)〉, where χ11 and χ21 are linearly independent
solutions of the equation χtt = h11(t)χ, h11, h01 and h̃01 are real-valued smooth
functions of t.

6. V = U(x2) + β1
4 x

2
1 + (iβ2 + β3)x1:

gV = 〈M, I ′, G′(χ11, 0), G′(χ21, 0), D(1)〉, where χ11 and χ21 are linearly inde-
pendent solutions of the equation χtt = β1χ.

7. V = U(t, θ) + 1
4h

11(t)x2
1 + 1

4h
22(t)x2

2 + ih01(t)x1, θ = χ11x2 − χ12x1:
gV = 〈M, I ′, G′(χ11, χ12)〉, where h11, h12 and h01 are real-valued smooth func-
tions of t, χ11 and χ12 are linearly independent, h11 = χ11

tt /χ
11 and h22 = χ12

tt /χ
12.

8. V = U(ω2) + 1
4 (β2 − κ2)ω2

1 + βκω1ω2 − α(iβ + δ)ω1, βα 6= 0, κ 6= 0:
gV = 〈M, I ′, G′(eβt cosκt, eβt sinκt), D(1) + κJ〉.

9. V = U(ω2)− 1
4κ

2ω2
1 + (α− iδ2)ω1, κ 6= 0:

gV = 〈M, I ′, G′(cosκt, sinκt), D(1) + κJ〉.
10. V = 1

4h
ab(t)xaxb + ih0b(t)xb:

gV = 〈M, I ′, G′(χp1, χp2), p = 1, . . . , 4〉, where {(χp1(t), χp2(t))} is a fundamental
set of solutions of the system χatt = habχb and ζp = −χ̃p.

11. V = 1
4αω

2
1 + 1

4βω
2
2 + iνaωa, α 6= β, ∀κ:

gV = 〈M, I ′, G′(θp1 cosκt − θp2 sinκt, θp1 sinκt + θp2 cosκt), D(1) + κJ, p =
1, . . . , 4〉, where (θp1(t), θp2(t)) are linearly independent solutions of the system
θ1
tt − 2κθ2

t = (κ2 + α)θ1, θ2
tt + 2κθ1

t = (κ2 + β)θ2, and ζp = −χ̃p.
12. V = 1

4h(t)xaxa:
gV = 〈M, I ′, G(χp1, χp2), J〉, where p = 1, . . . , 4 and {(χp1(t), χp2(t))} is a funda-
mental set of solutions of the system χtt = hχ.

13. V = 1
4βxaxa:

gV = 〈M, I ′, G(χ1, 0), G(χ2, 0), G(0, χ1), G(0, χ2), J, D(1)〉,
where (χ1(t), χ2(t)) is fundamental set of solutions of the equation χtt = βχ.

Remark III.6. The Lie invariance algebras presented in Theorem III.13 are in fact max-
imal for the corresponding potentials. However, there may be special cases in which a
given potential is G∼-equivalent to potential of another case. Here we list some cases
that are easy to single out. In Case 3 the maximality condition for Lie symmetry ex-
tensions is Ut 6= 0 or σt 6= 0, which excludes the values of V that are G∼-equivalent to
those in Case 4. The condition for being a maximal Lie symmetry extension in Case 5
is Ut 6= 0 or h11

t 6= 0 or h01
t 6= 0 or h̃11

t 6= 0 to exclude potentials G∼-equivalent to
those in Case 6. In Cases 5–6 and cases 8–9 the potentials are G∼-inequivalent to those
presented in Cases 10–13 if and only if Ux2x2x2 6= 0 or ImUx2x2 6= 0 and Uω2ω2ω2 6= 0 or
ImUω2ω2 6= 0. The parameter function h(t) in Case 12 satisfies ht(t) 6= 0 to avoid the
potentials V that are equivalent to those in Case 13.

Proof. Lie symmetry extensions are obtained by choosing different values for k2, k3 and
r1, where the basis vector fields are denoted by

Qs = D(1) + κsJ +G(χs1, χs2) + σsM + ζsI.

Here 0 6 s 6 dim gV − 2 and all the parameter functions are real-valued functions of t.
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k2 = r1 = 0. Any symmetry extension is given by the vector field Q = D(1) + κJ +
G(χ1, χ2) + σM + ζI. Up to G∼

Pδ0
-equivalence we can set χa = σ = ζ = 0 and reduce

Q to D(1) + κJ . If k3 = 0 Case 0 presents the general potential V . Otherwise we have
Case 1 and Case 2.

k2 = 1, r1 = 0. The algebra gV contains at least one vector field of the form Q0 with
κ0 = 1. Up to G∼

Pδ0
-equivalence we can set χ0a = 0 and the vector field Q0 reduces

to J + σM + ρI. If there is no further extension then we set Q0 into the classifying
condition (22) and obtain the potential of Case 3. An additional extension is given
by 〈D(1)〉 with Q1 = D(1) + κ1J + G(χ1a) + σ1M + ζ1I. Using G∼

Pδ0
-equivalence and

computing the commutation relation [Q1, Q0], and taking linear combinations with the
kernel, we can set χ1a = 0, κ1 = σ1 = ζ1 = 0 and reduce Q1 to D(1) and Q0 to
Q0 = J + αtM + βtI, where α and β are arbitrary real constants. Using the classifying
condition (22) for the components of the vector fields Q0 and Q1 we obtain two equations
for V : Vt = 0, x1V2 − x2V1 = α − iβ − δβt, from which it is evident that β = 0. The
solution is the potential of Case 4.

r1 = 1. Suppose k2 = 1. Then the symmetry algebra gV is spanned by the vector fields
M , I ′, Q0 = J + G(χ01, χ02) + σ0M + ζ0I and Q1 = G(χ11, χ12) + σ1M + ζ1I, where
χ11 and χ12 are linearly independent. Since [Q0, Q1] should belong to gV , then

[Q0, Q1] = G(χ12,−χ11) + 1
2(χ01χ11

t + χ02χ12
t − χ01

t χ
11 − χ02

t χ
12)M,

which implies r1 = 2, contradicting the fact that r1 = 1. Thus the value k2 = 1 is not
possible.

We then look for the Lie symmetry extensions corresponding to k2 = 0. The algebra
gV then contains vector fields of the form Q1 with linearly independent χ11 and χ12. The
analysis of this case depends whether the tuple (χ11, χ12) is proportional to a constant
tuple or not.

1. Let the tuple (χ11, χ12) be proportional to a constant tuple. Then up to G∼
Pδ0

-
equivalence we can set σ1 = 0, (χ11, χ12) = (χ11, 0) and reduce the vector field Q1 to
Q1 = G(χ11, 0) + ζ1I. Substituting this vector field into the classifying condition (22)
and then integrating the resulting equation for V gives

V = U(t, x2) + 1
4h

11(t)x2
1 + ih01(t)x1 + h̃01(t)x1, (31)

where h11(t), h01(t) and h̃01(t) are smooth real-valued functions of t with h11(t) =
χ11
tt /χ

11, h01(t) = −(ζ1
t +δ2ζ1)/χ11 and h̃01(t) = −δ1ζ1/χ11. IfQ1 = G(χ11, 0)+ζ1I ∈ gV

then a similar vector field Q2 = G(χ21, 0) + ζ2I belongs to gV with χ21 = γ(t)χ11, where
γ(t) is a real-valued function of t, ζ2 = e−δ2tχ̃21.

If k3 = 0, the Lie symmetry extension is given by Case 5. If k3 6= 0 there is an
additional extension given by the vector field Q3, which up to G∼

Pδ0
-equivalence is reduced

to D(1) + κ3J . The commutation relations [Q3, Q1] and [Q2, Q3] give κ3 = 0. Putting
Q3 together with the potential in (31) yields h11 = χ11

tt /χ
11 = β1, h01 = β2 and h̃01 = β3

with real constants βj , j = 1, . . . , 3. This gives Case 6.

2. Next, suppose that the tuple (χ11, χ12) is not proportional to a constant tuple. Then
let Q1 with κ1 = 0 be a vector field contained in the algebra gV , where χ11 and χ12
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are linearly independent. Putting the components of this vector field into the classifying
condition (22) we obtain

χ11V1 + χ12V2 = 1
2χ

11
tt x1 + 1

2χ
12
tt x2 − i(ζ1

t + δ2ζ
1) + σt − δ1ζ1. (32)

Without loss of generality, let

V = 1
4h

11(t)x2
1 + 1

2h
12(t)x1x2 + 1

4h
22(t)x2

2 + (ih01(t) + h̃01(t))x1 + ih00(t) + h̃00(t)

be a general solution of equation (32), where hab, h01, h̃01, h00 and h̃00 are real-valued
smooth functions of t. Then, substituting V1 and V2 into (32) and collecting the coeffi-
cients of the various powers of x gives the following equations

χ11h11 + χ12h12 = χ11
tt , χ11h12 + χ12h22 = χ12

tt ,

χ11h01 = −(ζ1
t + δ2ζ

1), χ11h̃01 = σt − δ1ζ1.

The condition V12 = V21 implies that h12 = h21 = 0. Up to G∼
Pδ0

-equivalence we can set
h̃01 = h00 = h̃00 = 0. If there are no further extensions we have Case 7, where ζ1 =
−e−δ2t

∫
eδtχ11h01dt and σt = δ1ζ

1. Otherwise, an additional vector field is provided
by the vector field Q2, which reduces to D(1) + κJ up to G∼

Pδ0
-equivalence. Then the

commutation relation [Q1, Q2] gives the equations

χ11
t + κχ12 = βχ11, χ12

t − κχ11 = βχ12,

σ1
t = βσ1 − α1δ1e

−δ2t + α0, ζ1
t = βζ1 + α1δ2e

−δ2t,

where β, δ1, δ2, α0 and α1 are real constants. The solution of the first two equations is
(χ11, χ12) = (eβt cosκt, eβt sinκt). Then we have two cases: β 6= 0 and β = 0.

For β 6= 0 the solutions for σ1 and ζ1 are σ1 = δ1µe
−δ2t + µ1e

βt − α0β
−1 and

ζ1 = µ2e
βt − δ2µe−δ2t with real constants µ1, µ2 and µ := α1(β + δ2)−1. Up to G∼

Pδ0
-

equivalence and linearly combining with elements from the kernel we can preserve the
vectorQ2, set µ1 = 0 and reduce the vectorQ1 toG(eβt cosκt, eβt sinκt)+αeβtI, α := µ2.
Substituting the components of Q1 and Q2 in the classifying condition (22) we obtain
two independent equations for V whose general solution is given in Case 8.

For β = 0 we find that ζ1 = −α1e
−δ2t +α2 and σ1 = α1δ1δ

−1
2 e−δ2t +α0t+α3, where

δ1, δ2 α0, α1, α2 and α3 are real constants. With this we can then combine the resulting
expression for Q1 with constant linear combinations of the elements from the kernel to
reduce Q1 to Q1 = G(cosκt, sinκt)+α0tM+α2I. Q2 remains unchanged in this process.
Substituting the components of Q1 and Q2 into the classifying condition (22) we obtain
two equations for V :

Vt + κ(x1V2 − x2V1) = 0, cosκtV1 + sinκtV2 = −κ
2

2 ω1 + (α0 − δ1)− iδ2,

whose solution is given in Case 9.

r1 = 2. Then the algebra gV contains at least two vector fields Q1, Q2 with χ11χ22 −
χ12χ21 6= 0. Putting the coefficients of the parameter functions χ, M and I in the
classifying condition (22) yields the following equations for V :

χabVb = 1
2χ

abxb + σat − i(ζat + δ2ζ
a)− δ1ζa,
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which are equivalent to Va = 1
2h

ab(t)xb+h̃0b(t)+ih0b(t), where all h0b, hab are real-valued
functions of t with

χabtt = χachcb, σat − δ1ζa = χach̃0c, ζat + δ2ζ
a = −χach0c.

Since V12 = V21 we find that the matrix H = (hab) is symmetric and that V is a quadratic
polynomial in (x1, x2) with coefficients depending on t:

V = 1
4h

ab(t)xaxb + h̃0b(t)xb + ih0b(t)xb + h00(t) + ih̃00(t),

where the functions h̃0b, h00, h̃00 can be set to zero up to G∼
Pδ0

-equivalence. This reduces
the potentials to

V = 1
4h

ab(t)xaxb + ih0b(t)xb. (33)

Let us consider the group classification problem of the subclass singled out from the class
Pδ0 by potentials of the form 33. This subclass is normalized and its group classifica-
tion depends on subcases k2 = 1 or k2 = 0. Denoting by Pδ01 and Pδ00 the subclasses
corresponding to these values of k2, and putting H = (hab) (the matrix formed by the
parameter-functions hab in (33)) we have H = Λ(t)I for some function Λ(t) for the class
Pδ01 and H 6= Λ(t)E for the class Pδ00, where E denotes the 2× 2 identity matrix.

1. Suppose that k2 = 0. If there is no further Lie symmetry extension we substitute
the potentials (33) into the classifying condition (22) and split with respect to various
powers of x, which gives the system

χatt = habχb, σt − δ1ζ = 0, ζt + δ2ζ = −h0bχb. (34)

The first system has a fundamental set of solutions (χp1, χp2), where the tuples (χp1, χp2)
are linearly independent and the second system gives ζp = −e−δ2t

∫
eδ2th0bχpb, which

leads to Case 10. The additional extensions are provided by vector fields of the form
Q5, where, up to G∼

Pδ0
-equivalence and linear combinations with the kernel, we can keep

the form of V and set the parameter functions χ5a, σ5 and ζ5 equal to zero, i.e., Q5 =
D(1) + κ5J . Substituting the components of Q5 together with the potential (33) in the
classifying condition (22) and then splitting with respect to powers of x, we obtain the
system (34) and the following equations:

h11
t + 2κ5h12 = 0, h12

t + κ5(h22 − h11) = 0, h22
t − 2κ5h12 = 0,

h01
t + κ5h02 = 0, h02

t − κ5h01 = 0.
(35)

If κ = 0 the solution of equations in (35) implies that the matrix H is a symmetric
constant matrix and the functions h0b are real constants. Up to similarity transformations
this matrix can be reduced to a constant diagonal matrix with entries α and β where
α 6= β and h0b = νb. If κ 6= 0 then the solution of differential equations (35) is given by

h11 = A cos 2κt+ µ, h12 = h21 = A sin 2κt, h22 = −A cos 2κt+ µ,

h01 = ν1 cosκt− ν2 sinκt, h02 = ν1 sinκt+ ν2 cosκt,

where A is a nonzero positive real constant, κ := κ5 a nonzero constant and µ, ν1 and
ν2 are real constants. Substituting this into the expression for V and rearranging the
terms and using the definitions of ω1 and ω2 given at the beginning of Section 6, we
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obtain V as a function of ω1 and ω2 as given in Case 11. Note also that the vector
χ(t) = (χ1(t), χ2(t)) satisfies the system χtt = Hχ. Introducing θ1(t), θ2(t) by putting
χ1 = θ1(t) cosκt−θ2(t) sinκt and χ2 = θ1(t) sinκt+θ2(t) cosκt, then we find, after some
calculation, that θ1, θ2 satisfy the conditions stated in Case 11.

2. The condition k2 = 1 requires the potentials in (33) to be of the form V = 1
4h(t)xaxa

with an arbitrary real-valued function h(t). If the algebra gV does not contain an op-
erator from 〈D(1)〉 then we only have vector fields Qa, where κa = 0 and the tuple
{(χp1(t), χp2(t))}, p = 1, . . . , 4, is a fundamental set of solutions of the system χtt = hχ.
If the algebra does contain operator from 〈D(1)〉, then any additional extension is given
by Q5. Then using the commutation relations with the Qa and the equivalence group
G∼

Pδ0
, the vector field Q5 can be reduced to D(1). Substituting the components of Q5

and the expression V = 1
4h(t)xaxa for the potential into the classifying condition (22)

we find that h(t) = β, where β is a real constant. Hence we obtain Cases 12 and 13.

6.3 Power nonlinearity
We solve the group classification problem of the class Pδλ of nonlinear Schrödinger equa-
tions with potentials and power nonlinearity with a fixed δ, δ ∈ C0 for n = 2. For any
potential V in an equation of this class we have

dim gV 6 9, dim gV ∩ 〈G(χ), σM, ζI〉 6 5,
k2 ∈ {0, 1}, k3 ∈ {0, 1, 2, 3}, r1 ∈ {0, 1, 2},

and λ′ = 1
λ
− 1

2 . The algebra gV is spanned by the following vector fields:
• the basis vector field M of the kernel g∩,
• k1 vector fields G(χp1, χp2) + σpM with linearly independent tuples (χp1, χp2)

and p = 1,. . . ,k1,
• k2 vector fields of the form J +G(χ01, χ02) + σ0M ,
• k3 vector fields Dλ(τ q−k1 ) + κqJ +G(χq1, χq2) + σqM , q = k1 + 1,. . . ,k1 + k3 with

linearly independent τ1,. . . , τk3 .

Theorem III.14. The complete list of inequivalent Lie symmetry extensions and their
corresponding potentials for the class Pλ is given below, where U is an arbitrary complex-
valued smooth function of its arguments (or an arbitrary complex constant), the other
functions and constants take real values.

0. V = V (t, x): gV = g∩ = 〈M〉.
1. V = U(x1, x2): gV = 〈M, D(1)〉.
2. V = U(ω1, ω2), κ 6= 0: gV = 〈M, D(1) + κJ〉.
3. V = |x|−2U(ζ), ζ = φ− 2β ln |x|, β > 0, Uζ 6= 0: gV = 〈M, D(1), Dλ(t) + βJ〉.
4. V = |x|−2U(φ), λ = 2, Uφ 6= 0: gV = 〈M, D(1), Dλ(t), Dλ(t2)〉.
5. V = U(t, |x|) + αφ, Ut 6= 0, α ∈ {0, 1}: gV = 〈M, J + αtM〉.
6. V = U(|x|) + αφ: gV = 〈M, J + αtM, D(1)〉.
7. V = |x|−2U , U 6= 0, λ = 2: gV = 〈M, J, D(1), Dλ(t), Dλ(t2)〉.
8. V = U(t, x2): gV = 〈M, G(1, 0), G(t, 0)〉.
9. V = U(ζ), ζ = x2: gV = 〈M, G(1, 0), G(t, 0), D(1)〉.
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10. V = t−1U(ζ), ζ = |t|−1/2x2: gV = 〈M, G(1, 0), G(t, 0), Dλ(t)〉.
11. V = (t2 + 1)−1U(ζ)− λ′(t+ (t2 + 1) arctan t), ζ = (t2 + 1)−1/2x2:

gV = 〈M, G(1, 0), G(t, 0), Dλ(t2 + 1)〉.
12. V = x−2

2 U , U 6= 0, λ = 2: gV = 〈M, G(1, 0), G(t, 0), D(1), Dλ(t), Dλ(t2)〉.
13. V = U(t, ω2) + 1

4 (htt − h)h−1ω2
1 + hth

−1ω1, h = h(t) 6= 0:
gV = 〈M, G(h cos t, h sin t)〉.

14. V = U(ω2) + 1
4 (β2 − κ2)ω2

1 + βκω1ω2, βκ 6= 0:
gV = 〈M, G(eβt cosκt, eβt sinκt), D(1) + κJ〉〉.

15. V = U(ω2)− 1
4κ

2ω2
1 + αω1, κ 6= 0:

gV = 〈M, G(cosκt, sinκt) + αtM, D(1) + κJ〉.
16. V = 1

4h
ab(t)xaxb + ih00(t):

gV = 〈M, G(χp1, χp2), p = 1, . . . , 4〉 where {(χp1(t), χp2(t))} is a fundamental set
of solutions of the system χatt = habχb.

17. V = 1
4αω

2
1 + 1

4βω
2
2 + iν, α 6= β:

gV = 〈M, G(θp1 cosκt−θp2 sinκt, θp1 sinκt+θp2 cosκt), D(1)+κJ, p = 1, . . . , 4, 〉,
κ 6= 0〉, where (θp1(t), θp2(t)) are linearly independent solutions of the system
θ1
tt − 2κθ2

t = (κ2 + α)θ1, θ2
tt + 2κθ1

t = (κ2 + β)θ2.
18. V = ih(t): gV = 〈M, G(1, 0), G(t, 0), G(0, 1), G(0, t), J)〉.
19. V = iβ, β 6= 0: gV = 〈M, G(1, 0), G(t, 0), G(0, 1), G(0, t), J, D(1)〉.
20. V = iβt−1, β > 0: gV = 〈M, G(1, 0), G(t, 0), G(0, 1), G(0, t), J, Dλ(t)〉.
21. V = i(t2 + 1)−1 (2λ′t+ β), β > 0:

gV = 〈M, G(1, 0), G(t, 0), G(0, 1), G(0, t), J, Dλ(t2 + 1)〉.
22. V = 0:

λ 6= 2: gV = 〈M, G(1, 0), G(t, 0), G(0, 1), G(0, t), J, D(1), Dλ(t)〉.
λ = 2: gV = 〈M, G(1, 0), G(t, 0), G(0, 1), G(0, t), J, D(1), Dλ(t), Dλ(t2)〉.

Remark III.7. As in Theorem III.12 and Theorem III.13 we list some conditions for the
maximal essential Lie invariance algebras presented in Theorem III.14 in order for the
potentials not to be equivalent to other potentials with larger Lie invariance algebras.
In some cases we have presented simple necessary and sufficient conditions that provide
such inequivalence, but other cases the conditions to be imposed are not so obvious.
For example, in Cases 9–11 the condition of being a maximal Lie symmetry extension
is (ζ2U)ζ 6= 0 and Uζζζ 6= 0, and this excludes those V that are G∼-equivalent to
those in Cases 12 and 16–17. Case 8 is already more complicated since in this case
we need the condition (x2

2U)2 6= 0 and U222 6= 0 to ensure that the potentials are
inequivalent to those 16–17 and then we also need conditions to further differentiate them
from potentials in 9–11. Similarly, the potentials in Cases 13–15 are G∼-inequivalent to
those in Cases 16–17 if and only if Uω2ω2ω2 6= 0 or ImUω2 6= 0. This condition is
necessary and sufficient for the maximality of Lie symmetry extensions given in Cases 14
and 15, but for Case 13 we need a further condition to guarantee inequivalence with
potentials in Cases 14 and 15. Schrödinger equations for Case 16 are not similar to
those for Cases 18–22 if and only if the parameter-functions h’s satisfy at least one of
the conditions (h12 = h21 6= 0) ∨ (h11 6= h22). The maximality of symmetry extensions
and the existence of discrete transformations require that β 6= 0 in Case 19 and β > 0 in
Cases 20–21, respectively.
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Proof. As in the proofs of Theorem III.12 and Theorem III.13 we analyze different cases
given by k2, k3 and r1. Here, a basis for a Lie symmetry extension is given by vector
fields of the form

Qs = Dλ(τs) + κsJ +G(χs1, χs2) + σsM,

where 0 6 s 6 dim gV − 1, and all the parameter functions are real-valued functions of t

k2 = r1 = 0. If k3 = 0 then there is no symmetry extension, gV = g∩ = 〈M〉 and we
have Case 0.

If k3 6= 0 the algebra gV contains vector fields of the form Qs, where τ ’s are lin-
early independent. It then follows from Lemma III.10 that the span of the vector fields
{π0
∗Q

s} is isomorphic to a subalgebra of the algebra sl(2,R). This means that the group
classification of the class under study is reduced to the classification of subalgebras of
the algebra sl(2,R). Thus following [27, Theorem 18], the algebra gV may include a
part from the kernel, additional vector fields {D(1)}, {D(1) + κJ}, {D(1), Dλ(t) + κJ},
{D(1), Dλ(t), Dλ(t2)}. These correspond to Cases 1–4, where κ 6= 0 in Case 2, β > 0
and Uζ 6= 0 (resp. Uφ 6= 0 and λ = 2) in Case 3 (resp. Case 4).

k2 = 1, r1 = 0. The algebra gV necessarily contains the vector field Q0, where χ0a

can be set to zero up to G∼Pλ -equivalence. Substituting the components of Q0 into the
classifying condition (26) leads to an equation for V that gives V = U(t, |x|) + αφ with
α ∈ {0, 1} as the solution. If there are no additional symmetry extensions, namely if
k3 = 0, then we have Case 5.

If k3 6= 0 extensions are obtained for different values of k3.

k3 = 1. This implies that gV includes additional extensions of the form Q1 with τ1 6= 0.
Up to G∼Pλ -equivalence we can set τ1 = 1, χ1a = σ1 = 0. Then the commutation relation
of Q1 with Q0 yields κ1 = 0 and Q0 = J +αtM , where α is a real constant. Putting the
coefficients of Q1 and Q2 into the classifying condition (26), we obtain two independent
equations in V whose solution is given in Case 6.

k3 > 2. The algebra gV contains a vector fieldM from the kernel and the vector fields Q0

and Qa where a = 1, 2, κ0 = 1 and τa’s are linearly independent. Up to G∼Pλ -equivalence
together with commutation relations, Q0, Q1 and Q2 are reduced to Q0 = J , Q1 = D(1)
and Q2 = D(t). The potential obtained with these vector fields (on using the classifying
condition) is V = |x|−2U , U 6= 0. This potential also admits the symmetry vector field
Q3 = Dλ(t2) for λ = 2. This gives Case 7.

r1 = 1. Suppose that the algebra gV includes at least the vector field Q0 and Q1 with
κ0 = 1 and (χ11, χ12) 6= (0, 0). Since the Lie bracket of these vector fields should also
belong to the algebra, we find that the [Q0, Q1] ∈ gV gives us the condition r1 = 2. Hence
k2 = 0. Cases 8–15 are given by the conditions k2 = 0 and r1 = 1. We then have two
possibilities: for the tuple (χ11, χ12) we have either χ11

t χ
12 = χ11χ12

t or χ11
t χ

12 6= χ11χ12
t .

1. χ11
t χ

12 = χ11χ12
t . That is, the tuple (χ11, χ12) is proportional to a constant tuple.

Then any fixed vector field Q1 = G(χ11, χ12) + σ1M is G∼Pλ -equivalent to G(1, 0). If
G(1, 0) ∈ gV then the vector field G(t, 0) also belongs to gV . Putting the components of
these vector fields into the classifying condition (26) then gives potentials V = U(t, x2).
This is the potential of Case 8. Next, consider the subclass corresponding to the set
{V = U(t, x2) | U222 6= 0} (this excludes the case r1 = 2 below). This subclass is normal-
ized and its equivalence group consists of point transformations of the form (13a)–(13c)
with T fractional linear in t and X = c1T + c0, where c1 and c0 are real arbitrary
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constants. Thus the inequivalent extensions in this subclass are given by the inequiva-
lent subalgebras of the algebra 〈D(1), Dλ(t), Dλ(t2)〉. The maximality condition for Lie
symmetries implies that the potentials in Cases 9–11 satisfy Uζζζ 6= 0, (ζ2U)ζ 6= 0. Sub-
stituting the components of these vector fields into the classifying condition (26) gives us
equations for V , whose consistency requires λ ∈ R in Case 11 and λ = 2 in Case 12.

2. χ11
t χ

12 6= χ11χ12
t , (the tuple (χ11, χ12) is not proportional to a constant tuple). In

this case, we can, up to G∼Pλ -equivalence, set (χ11, χ12) = (h cos t, h sin t), where h(t) is a
nonzero function of t. Put Q1 = G(h cos t, h sin t) + σ1M . Any such vector field is G∼Pλ -
equivalent to Q1 = G(h cos t, h sin t). Putting the components of Q1 into the classifying
condition (26) and rearranging one finds the general form of V as given by in Case 13.

Additional symmetry extensions are given by vector fields Q2 with τ2 6= 0. Up to
G∼Pλ -equivalence the parameter functions χ1a, σ1 can be set to zero and Q2 reduces to
Q2 = D(1) + κJ , where κ 6= 0 since κ = 0 implies that χ11

t χ
12 = χ11χ12

t . From the
commutator of Q1 with Q2 we find that the solutions of the equations in χ and σ depend
on the real constant β. The other constants obtained in this way can be assumed to be
zero up to G∼Pλ -equivalence and a linear combination with the kernel. Substituting the
components of vector fields of Q1 and Q2 obtained in this manner into the classifying
condition (26) leads to two independent equations for V whose solutions are presented
in Cases 14 and 15, respectively.

r1 = 2. The algebra gV contains at least two vector fields of the form Qa, where a = 1, 2,
τ = κ = 0 and χ11χ22 6= χ12χ21. Substituting the components of Qa into the classifying
condition (26) yields the system

χabVb = 1
2χ

ab
tt xb + σat ,

which is equivalent to the system Vb = 1
2h

ab(t)xb+h0b(t), where the h(t) are smooth real-
valued functions of t satisfying χabtt = χachcb and σat = χach0c. The condition V12 = V21
implies that the matrix (hab) is symmetric and thus the integration of the above potential
gives V as a quadratic polynomial in x1 and x2 with coefficients depending on t. That is

V = 1
4h

ab(t)xaxb + h0b(t)xb + h̃00(t) + ih00(t),

where h0b and h̃00 can be set equal to zero up to G∼Pλ -equivalence. This means that the
reduced form of potentials is

V = 1
4h

ab(t)xaxb + ih00. (36)

To carry out the group classification of the subclass consisting of equations from the
class Pλ with potentials of the form (36), which is normalized, it is convenient to partition
this subclass into two subclasses depending on values of k2. We denote P1

λ and P0
λ the

subclasses corresponding to the values k2 = 1 and k2 = 0, respectively. The subclasses
P1
λ and P0

λ are also normalized and P1
λ is subject to the further condition on the matrix

H = (hab) that H = Λ(t)E for some function Λ(t) whereas P0
λ is subject to the condition

H 6= Λ(t)E where E is a 2 × 2 identity matrix.
For equations from the subclass P0

λ we have k3 > 1. The value k3 = 0 means that
there is no further extension, which gives Case 16.

We find that up to G∼Pλ -equivalence is only one-dimensional extensions of the form
Q5 = D(1) + κJ with κ := κ5 are possible. Putting the components of Q5 together with
potentials of the form (36) into the classifying conditions (26) gives the Case 17.
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Up to G∼Pλ -equivalence, the subclass P1
λ consists of equations with potentials of the

form V = ih(t), where h is a smooth real-valued function of t. Putting these potentials
into the classifying condition (26) and splitting with respect to the powers of x, we obtain
the equations

τttt = 0, χatt = 0, σt = 0, (τh)t = λ′τtt.

From this it follows that the vector fields J , G(1, 0), G(t, 0), G(0, 1), G(0, t) belong to
the maximal Lie invariance algebra of any equation with such potential. Additional Lie
symmetry extensions are related to subalgebras of the algebra 〈D(1), D(t), D(t2)〉. This
leads to Cases 18–22.

7 Conclusion
We have computed the equivalence groupoid and the equivalence group of class N of gen-
eralized Schrödinger equations of the form (1) and used them to obtain the equivalence
groups of the classes F, F1, S and V singled out from N by constrains on the form of the
nonlinearities G and F . We have also established the normalization properties of these
classes. We have investigated the Lie symmetry properties of the class S of multidimen-
sional nonlinear Schrödinger equations of the form (4) and solved completely the group
classification of the class V of (1+2)-dimensional nonlinear Schrödinger equations with
potentials and modular nonlinearities of the form (5), using the algebraic method.

The point transformations relating nonlinear Schrödinger equations from the class F
singled out in the class N by the condition G = 1 to each other are described by The-
orem III.3 and the class F1 singled out in this class by condition Fψa = Fψ∗a = 0 was
shown to be normalized. Its equivalence group G∼F1 is a subgroup of the group G∼F . The
class S is described in terms of its Lie symmetry properties. The group G∼S is obtained
from the group G∼N restricted with the cases given by the specific forms of G and F
and is described by Theorem III.5. The set of infinitesimal generators of one-parameter
subgroup G∼S forms an infinite-dimensional equivalence algebra g∼S of the class S.

Using the Lie infinitesimal criterion, we have obtained the determining equations for
the symmetries of equations from the class S. The analysis of these determining equa-
tions yields the kernel algebra g∩ and the maximal Lie invariance algebra gS of a given
equation LS from the class S, and the results of this analysis are given in Theorem III.6
and Proposition III.1, respectively. For the class S we give the nonzero commutations
relations of vector fields spanning the linear span g〈 〉 of the vector fields coming from the
algebra gV and we show that the upper bound dimension of this algebra is n(n+3)/2+4
for any S satisfying Sρ 6= 0.

We find that, unlike the class S, the class V of multidimensional nonlinear Schrö-
dinger equations with potentials and modular nonlinearities is not normalized. To deal
with this, we partition this class into three disjoint normalized subclasses V ′, P0 and Pλ
consisting, respectively, of equations of the form (18), (20) and (23). In order to obtain
a complete group classification of these subclasses we have imposed some restrictions on
the nonlinear terms: by fixing f(ρ) in V′, setting |δ| = 1 and δ2 > 0 in P0 and Pλ, and
then the only arbitrary element is considered to be V . These restrictions, together with
the normalization properties for the given classes of differential equations, allow us to
classify, up to equivalence, all subalgebras of the algebra g〈 〉.

For equations of the class V′, the classifying conditions, the kernel algebra and the
symmetry algebra gV are given in Lemma III.5. It is also shown that the dimension of
any symmetry extension algebra for equations of the class V′ is at most 7. The group
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classification in this class is performed using three integers k3 ∈ {0, 1}, k2 ∈ {0, 1} and
r1 ∈ {0, 1, 2} that are invariant with respect to equivalence transformations. This gives
a complete classification (up to its equivalence) of equations in this class which is given
in Theorem III.12.

Similarly, we find that the symmetry extension algebra gV for the class P0 satisfies
the condition gV 6 8. The inequivalent Lie symmetry extensions together with their
corresponding families of potentials are listed in Theorem III.13.

In the case of the class Pλ we find that dim gV 6 9 for the symmetry algebra gV and
we classify completely all subalgebras of g〈 〉. In the group classification we have used The-
orem III.10 and introduced three integers k2 ∈ {0, 1}, k3 ∈ {0, 1, 2, 3} and r1 ∈ {0, 1, 2}
invariant under the equivalence group in order to differentiate between the different cases
that arise. The results of this classification are summarized in Theorem III.14.

The complete list of inequivalent Lie symmetry extensions together with their corre-
sponding families of potentials in the class V is given by the union of the corresponding
lists that we obtained for the subclasses V′, P0 and Pλ.

Our results generalize the results for the (1+1)-dimensional nonlinear Schrödinger
equations with potentials and modular nonlinearities and (1+2)-dimensional cubic Sch-
rödinger equations given in [38].

We intend to exploit the results in this paper to obtain Lie reductions and invari-
ant solutions for the class of nonlinear Schrödinger equations of the form (5) in future
publications.
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We compute the equivalence groupoid and the equivalence group of the most
general class of (1+1)-dimensional generalized nonlinear Schrödinger equations
with variable mass and its subclasses. It turns out that this class is not normalized,
as well as its subclass of (1+1)-dimensional linear Schrödinger equations with
variable mass. However, we prove that this subclass can be mapped by a family
of point transformations to the subclass of (1+1)-dimensional linear Schrödinger
equations with constant mass equal to one, a class that is normalized.

1 Introduction
The group classification of classes of differential equations is an involved procedure con-
sisting of several steps. It uses several concepts and tools (see [12], [21], [22]) of which the
most prominent is that of the equivalence groupoid of the class of differential equations.
This is the set of admissible transformations, namely those transformations that map
one system of differential equations of a given class, to another such system, and under
composition of maps they form a groupoid [12], [13]. That is, any admissible transforma-
tion in this set is invertible, it contains the identity transformation and the composition
ψ ◦ φ of admissible transformations φ and ψ is well defined provided that the image of φ
is in the domain of ψ.

The notion of admissible transformations began with the work by Kingston and
Sophocleous while studying the class of generalized Burgers equation [10], where they
called such transformations form-preserving. Under the name allowed transformations,
form preserving transformations appeared in the study of the symmetry analysis of the
variable-coefficient Korteweg–de Vries equation [27]. Since then, a number of publications
involving applications of admissible transformations have appeared [5], [11], [13], [19],
[22], [26].
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Admissible transformations have been applied to obtain several results in the group
classifications of various types of Schrödinger equations, both linear and nonlinear [12],
[14], [14], [22], [23], [25], with constant mass or variable mass [17] that are important in
the applications [2], [6], [9], [21].

In order to make our study as self-contained as possible, we explain some basic notions
related to classes of differential equations.

Let Lθ be a system L(x, u(ρ), θ(x, u(ρ))) = 0 of l differential equations L1 = 0,
. . ., Ll = 0 for m unknown functions u = (u1, . . . , um) of n independent variables
x = (x1, . . . , xn). Here u(ρ) denotes the set of all the derivatives of the functions u
with respect to x of order not greater than ρ (the functions u are considered as be-
ing derivatives of “order zero”). L = (L1, . . . , Ll) is a tuple of l fixed functions that
depend on x, u(ρ) and θ, where θ denotes the tuple of arbitrary elements θ(x, u(ρ)) =
(θ1(x, u(ρ)), . . . , θk(x, u(ρ))). This tuple runs through the set S of solutions of an auxiliary
system of differential equations S(x, u(ρ), θq′(x, u(ρ))) = 0 and differential inequalities,
such as Σ(x, u(ρ), θ(q′)(x, u(ρ))) 6= 0, in which both x and u(ρ) play the role of indepen-
dent variables, S and Σ are tuples of smooth functions depending on x, u(ρ) and θ(q′).
We call the set {Lθ | θ ∈ S} := L|S a class (of systems) of differential equations defined
by the parameterized form Lθ and the set S (to which the arbitrary elements θ belong).

For a given class L|S , let Lθ and Lθ̃ be two systems of differential equations from this
class. The set of point transformations that connect these systems is denoted by T(θ, θ̃).
A triple (θ, θ̃, ϕ) consisting of two arbitrary elements θ and θ̃ ∈ S with T(θ, θ̃) 6= ∅ and a
point transformation ϕ ∈ T(θ, θ̃) is called an admissible transformation of the class L|S .
The equivalence groupoid of the class L|S is the set of the admissible transformations of
this class equipped with the usual composition of transformations: this set is a groupoid
and is denoted by G∼. For more details on the admissible transformations see [22].
The maximal Lie symmetry group Gθ of the system Lθ (for a fixed θ ∈ S) is a group
of transformations that act on the space of independent and dependent variables that
preserve the solution set of the system Lθ, i.e., Gθ coincides with T(θ, θ).

Another important object which can be defined using the notion of point transforma-
tions is the (usual) equivalence group. This group was introduced by Ovsiannikov [18]
and it plays a fundamental role in group classification. The usual equivalence group G∼
of the class L|S is a collection of point transformations in the space of (x, u(ρ), θ), which is
projectable onto the space of (x, u(ρ′)) for any 0 6 ρ′ 6 ρ, is compatible with the contact
structure on the space (x, u(ρ)), and maps each system from the class L|S to another sys-
tem from the same class. An element T from G∼ is called an equivalence transformation.
Depending on the structure of the point transformations, the notion of the equivalence
group can be generalized in various types. From the definition of the usual equivalence
group, it follows that the point transformations in the space of independent and depen-
dent variables do not depend on the arbitrary elements of the class under consideration.
If we allow this dependence, then the equivalence group is said to be generalized and it
is denoted as G∼gen. This means that an element T belongs to G∼gen if for any θ ∈ S,
T θ ∈ S and T (., ., θ(., ., ))|(x,u) ∈ T(θ, T θ). The extended equivalence group, denoted by
Ĝ∼, consists of those transformations for which the transformations of the arbitrary ele-
ments are expressed via old arbitrary elements of the class non-locally. If both cases arise,
i.e., transformational components of the equivalence transformations (both independent,
dependent and arbitrary elements) are expressed via arbitrary elements non-locally, then
the corresponding equivalence group is said to be generalized extended and we denote it
by Ĝ∼gen. Moreover, if the class L|S and its equivalence group G∼ are known and L|S′
is a subclass singled out from the class L|S by imposing additional constraints on the
sets S ′ and Σ′ of the form S ′(x, u(ρ), θ(q′)) = 0, Σ′(x, u(ρ), θ(q′)) 6= 0 with respect to
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the arbitrary elements θ = θ(x, u(ρ)), where S ′ ⊂ S is the set of solution of the united
system S = 0, Σ 6= 0, S ′ = 0, Σ′ 6= 0, then: the equivalence group G∼ of the class L|S′ ,
G∼(L|S′), is called a conditional equivalence group of the whole class L|S under condi-
tions S ′ = 0 and Σ′ 6= 0. The conditional equivalence group is said to be nontrivial if
and only if it is not a subgroup of G∼(L|S). It is said to be maximal under the above
conditions on S ′ and Σ′ if for any subclass L|S′′ of the class L|S containing the subclass
L|S′ , we have G∼(L|S′) * G∼(L|S′′). For more details, see [22], [24].

These different types of equivalence groups are derived from the knowledge of the
equivalence groupoid G∼ of the class L|S , which is computed using the direct method (see
below). This means that the knowledge of the structure of the admissible transformations
influences the choice of the group G∼ to be used.

A class of differential equations L|S is said to be normalized (in the usual sense) with
respect to point transformations if the equivalence groupoid G∼ for this class is generated
by its equivalence group G∼. From the various generalizations of the equivalence group
there are corresponding notions of normalization [22], [24]. The class L|S is said to
be semi-normalized if any admissible transformation in this class is generated by the
transformations from the group G∼ of the whole class and transformations from the
point symmetry groups Gθ of initial or transformed systems. Finally, the class L|S is
said to be uniformly semi-normalized if for each θ ∈ S the point symmetry group Gθ
of the system Lθ ∈ L|S , with fixed θ, contains a subgroup Nθ such that the family
NS = {Nθ | θ ∈ S} of all these subgroups satisfies the following properties:

1. T |(x,u) /∈ Nθ for any θ ∈ S and any T ∈ G∼ with T 6= id.
2. NT θ = T |(x,u)Nθ(T |(x,u))−1 for any θ ∈ S and any T ∈ G∼.
3. For any (θ1, θ2, ϕ) ∈ G∼ there exist ϕ1 ∈ Nθ1 , ϕ2 ∈ Nθ2 and T ∈ G∼ such that

θ2 = T θ1 and ϕ = ϕ2(T |(x,u))ϕ1.
Here, T |(x,u) denotes the restriction of T to the space with local coordinates (x, u). Once
the normalization properties of the class of differential equations under study are clearly
understood, the choice of the techniques or method for the group classification of this
class is easily obtained. The most useful technique applied for normalized classes is the
algebraic method [12], [14], [22].

In the present paper, we begin with the study of the admissible transformations for
the class H of equations of the form

iψt = H(t, x, ψ, ψ∗, ψx, ψ∗x, ψxx, ψ∗xx) with |Hψxx | 6= |Hψ∗xx |. (1)

Here H is a complex-valued smooth function of its arguments and ψ is an unknown
complex function of the real independent variables t and x. The subscripts of functions
denote differentiation with respect to the corresponding variables. Equations from the
class H are of the most general form that can be considered as generalizations of (1+1)-
dimensional Schrödinger equations. We compute the equivalence groupoid G∼H and the
equivalence group G∼H of the class H and then show that this class is normalized. Fur-
ther, we consider the important subclass A of (1+1)-dimensional generalized nonlinear
Schrödinger equations with variable mass, which can be singled out from the class H

by the constraints Hψxxψxx = Hψ∗xx = 0. After reparametrization, equations from the
class A have the form

iψt +G(t, x, ψ, ψ∗, ψx, ψ∗x)ψxx + F (t, x, ψ, ψ∗, ψx, ψ∗x) = 0, G 6= 0, (2)

where G and F are smooth complex-valued functions of their arguments. We give a
complete characterization of the equivalence groupoids and the equivalence groups of this
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class and its most useful subclassesN andM, defined as follows : the subclassN consists of
equations singled out from the class A by the constraints Gψx = Gψ∗x = Fψx = Fψ∗x = 0,

iψt +G(t, x, ψ, ψ∗)ψxx + F (t, x, ψ, ψ∗) = 0, G 6= 0. (3)

Then specifying further the forms of the arbitrary elements G and F , we obtain the
subclass M of (1+1)-dimensional linear Schrödinger equations,

iψt +G(t, x)ψxx + V (t, x)ψ = 0, (4)

where G is a nonzero real-valued smooth function of (t, x) and G = 1/m(t, x) can be
assumed as a variable mass depending on (t, x), and V is an arbitrary smooth complex-
valued potential depending on t and x.

The structure of this paper is the following: In Section 2 the equivalence groupoids
and the equivalence groups of the classes H and A are computed. We show that the
class H is normalized and the class A is not normalized. Then we partition the class A

into two normalized classes with respect to the constrains G∗ = −G and G∗ 6= −G and
their corresponding equivalence groups are derived from the knowledge of the equivalence
group for the entire class A. In Section 3 we investigate the admissible transformations
of the class N. After showing that this class is not normalized, we partition it into
four disjoint subclasses with respect to the conditions G∗ = −G and G∗ 6= −G in
combination with the conditions (Gψ, Gψ∗) 6= (0, 0) and (Gψ, Gψ∗) = (0, 0) and we then
construct their equivalence groups. Section 4 is devoted to the study of the admissible
transformations of the class M. Its equivalence group is derived from the knowledge of
the equivalence group of the class N. It is shown that this class is not normalized and it
can be mapped by a family of point transformations to its subclass of (1+1)-dimensional
linear Schrödinger equations with constant mass equal to one. The last section includes
a summary and suggestions for new directions of research.

2 Equivalence groupoids of covering classes
We consider the class H, which is a superclass for the classes A, N and M (that is,
it contains them as special cases). In this section, we find the point transformations
connecting two equations from this superclass. Here and in the following the subscripts
t and x denote differentiation with respect to t and x, the total derivative operator Dµ

is defined as Dµ = ∂µ + ψµ∂ψ + ψ∗µ∂ψ∗ + . . . , µ, ν = 0, 1, x0 := t, x1 := x, and we sum
over repeated indices. We look for point transformations of the general form

ϕ : t̃ = T (t, x, ψ, ψ∗), x̃ = X(t, x, ψ, ψ∗),
ψ̃ = Ψ(t, x, ψ, ψ∗), ψ̃∗ = Ψ∗(t, x, ψ, ψ∗)

(5)

with dT ∧ dX ∧ dΨ ∧ dΨ∗ 6= 0 that map a fixed equation LH from the class H to an
equation LH̃ , iψ̃t̃ = H̃(t̃, x̃, ψ̃, ψ̃∗, ψ̃x̃, ψ̃∗x̃, ψ̃x̃x̃, ψ̃∗x̃x̃) of the same class. We can interpret
the equation LH with its conjugate as a system of two second-order evolution equations
with respect to the two unknown functions ψ and ψ∗. This system is nondegenerate with
respect to the second-order derivatives ψxx and ψ∗xx since H, |Hψxx | 6= |Hψ∗xx |. The same
interpretation is given by splitting the equation LH into its real and imaginary parts and
assuming the real and imaginary parts of ψ as the unknown function. We emphasize
that when we constrain a condition to the solution set of an equation LH from the
class H, we should also take into account the complex conjugation of the equation LH ,
−iψ∗t = H∗(t, x, ψ, ψ∗, ψx, ψ∗x, ψxx, ψ∗xx). The equation LH is a second-order evolution
equation. Then using [21, Lemma 4], we have the following assertion:
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Theorem IV.1. The equivalence groupoid G∼H of the class H consists of triples of the
form (H, H̃, ϕ), where ϕ is a point transformation of the form (5) with T = T (t), Tt 6= 0,
and the arbitrary elements H and H̃ are related by the formula

H̃ =
(

Ψψ −
DxΨ
DxX

Xψ

)
H

Tt
−
(

Ψψ∗ −
DxΨ
DxX

Xψ∗
)
H∗

Tt

+ i

Tt

(
Ψt −

DxΨ
DxX

Xt

)
.

(6)

Remark IV.1. Here and in the following, the equivalence group G∼ for any class of (gen-
eralized) Schrödinger equations acts on the joint space of second-order jet coordinates
(t, x, ψ(2), ψ

∗
(2)) and the associated arbitrary elements together with the complex conju-

gates for the complex-valued arbitrary elements. To define elements of G∼, it suffices
to present expressions for the transformation components associated with the variables
(t, x, ψ) and the arbitrary elements. Then the transformation components for complex
conjugates and derivatives of ψ and ψ∗ are obtained by complex conjugation and pro-
longation, respectively.

Corollary IV.1. The class H is normalized in the usual sense. Its usual equivalence
group G∼H consists of the point transformations defined in the joint space of second-order
jet coordinates (t, x, ψ(2), ψ

∗
(2)) and arbitrary elements H and H∗, where the transforma-

tion components for t, x, ψ and ψ∗ are of the form (5) with T = T (t), Tt 6= 0 and the
H-component is given by (6).

Next consider the subclass H′ that is singled out from the class H by the constraints
Hψxxψxx = Hψxxψ∗xx = Hψ∗xxψ∗xx = 0. In other words, the subclass H′ consists of the
equations of the form (1), where the arbitrary element H is affine in the second derivative
ψxx and ψ∗xx, i.e., of the equations of the form iψt + Gψxx + Ğψ∗xx + F = 0, where G,
Ğ and F are complex-valued smooth functions depending on t, x, ψ, ψ∗, ψx and ψ∗x
with |G| 6= |Ğ|. We can reparameterize the class H′, assuming G, Ğ and F as the new
arbitrary elements of the class H′.

Corollary IV.2. The class H′ is normalized with respect to the equivalence group G∼H
of the entire class H.

Further, if Ğ = 0, i.e., Hψxxψxx = Hψ∗xx = 0, we obtain the subclass A of equations of
the form (2). One can derive the equivalence groupoid G∼A and the equivalence group G∼A
of the class A from the equivalence groupoid G∼H. However, we compute them directly in
the following result:

Theorem IV.2. The equivalence groupoid G∼A of the class A consists of triples of the
form ((G,F ), (G̃, F̃ ), ϕ), where the point transformation ϕ is of the form (5) with T =
T (t), Tt 6= 0,

and, if G∗ 6= −G, Xψ = Xψ∗ = 0, and either Ψψ = 0 or Ψψ∗ = 0; (7a)

and the connection between the arbitrary elements (G,F ) and (G̃, F̃ ) is given by

G̃ = (DxX)2

Tt

{
G if Ψψ 6= 0,
(−G∗) if Ψψ∗ 6= 0,

(7b)

F̃ =
(

Ψψ −
DxΨ
DxX

Xψ

)
F

Tt
−
(

Ψψ∗ −
DxΨ
DxX

Xψ∗
)
F ∗

Tt

−
(

∆̂Ψ− DxΨ
DxX

∆̂X
)

G̃

(DxX)2 −
i

Tt

(
Ψt −

DxΨ
DxX

Xt

)
.

(7c)
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Here ∆̂ = ∂2
x + 2ψx∂x∂ψ + 2ψ∗x∂x∂ψ∗ + ψ2

x∂
2
ψ + 2ψxψ∗x∂ψ∂ψ∗ + (ψ∗x)2∂2

ψ∗ .

Proof. A point transformation ϕ connecting two equations LGF and LG̃F̃ from the
class A is of the form (5). Then, computing the total derivatives Dµ’s of the transforma-
tions components for ψ̃ and ψ̃∗, we obtain

DµΨ = ψ̃x̃νDµX
ν , DµΨ∗ = ψ̃∗x̃νDµX

ν . (8)

After rearranging and putting Z := Z(t, x, ψ, ψ∗, ψ̃t̃, ψ̃x̃) = Ψ− ψ̃x̃νXν , we have

Zψψxµ + Zψ∗ψ
∗
xµ = −Zxµ , Z∗ψψxµ + Z∗ψ∗ψ

∗xµ = −Z∗xµ . (9)

Solving (9) as with respect to ψxµ and ψ∗xµ gives

ψxµ = −
ZxµZ

∗
ψ∗ − Z∗xµZψ∗
Y

, ψ∗xµ = −
Z∗xµZψ − Z

∗
ψZxµ

Y
, (10)

where

Y : = ZψZ
∗
ψ∗ − Zψ∗Z∗ψ

=
∣∣∣∣ Ψψ Ψψ∗

Ψ∗ψ Ψ∗ψ∗

∣∣∣∣− ∣∣∣∣ Xν
ψ Xν

ψ∗

Ψ∗ψ Ψ∗ψ∗

∣∣∣∣ ψ̃x̃ν − ∣∣∣∣ Ψψ Ψψ∗

Xµ
ψ Xµ

ψ∗

∣∣∣∣ ψ̃∗x̃µ
+
∣∣∣∣ Xν

ψ Xν
ψ∗

Xµ
ψ Xµ

ψ∗

∣∣∣∣ ψ̃x̃ν ψ̃∗x̃µ 6= 0,

(11)

since (Tψ, Xψ,Ψψ,Ψ∗ψ) and (Tψ∗ , Xψ∗ ,Ψψ∗ ,Ψ∗ψ∗) are linearly independent since dT∧dX∧
dΨ ∧ dΨ∗ 6= 0. We apply the total derivative Dx to the both sides of (10), considering
the derivatives ψ̃t̃ and ψ̃x̃ to be functions of t̃ = T (t, x, ψ, ψ∗) and x̃ = X(t, x, ψ, ψ∗). As
a result we obtain the following expression for ψxx,

ψxx = 1
Y

Dx

(
Z∗xZψ∗ − ZxZ∗ψ∗

)
− DxY

Y 2

(
Z∗xZψ∗ − ZxZ∗ψ∗

)
. (12)

We substitute ψt and ψxx in the initial equation LGF by their expressions given in (10)
and (12). For other expressions without tilde’s we do not substitute explicitly, but we
consider them functions of tilded variables. The resulting equation is to be an identity on
the manifold defined by LG̃F̃ in the second-order jet space over the space of (t, x, ψ, ψ∗).
As a result, after substituting ψ̃t̃ and ψ̃∗t̃ in view of LG̃F̃ and its conjugate, we are able
to split the resulting equation with respect to ψ̃t̃t̃ and ψ̃∗t̃t̃. We obtain (DxT )2 = 0, which
implies Tx = 0, Tψ = Tψ∗ = 0. Hence T = T (t) with Tt 6= 0 since dT∧dX∧dΨ∧dΨ∗ 6= 0.

Using this result for T , we use (10) and (12) to obtain expressions for ψ̃t̃, ψ̃x̃ and
ψ̃x̃x̃ :

ψ̃t̃ = 1
Tt

(
DtΨ−

DxΨ
DxX

DtX
)
, ψ̃x̃ = DxΨ

DxX
,

ψ̃x̃x̃ = 1
(DxX)2

(
D2
xΨ− DxΨ

DxX
D2
xX
)
.

Substituting these expressions for ψ̃t̃ and ψ̃x̃x̃ into the target equation LG̃F̃ , we obtain

i

Tt

(
DtΨ−

DxΨ
DxX

DtX
)

+ G̃

(DxX)2

(
D2
xΨ− DxΨ

DxX
D2
xX
)

+ F̃ = 0. (13)
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Arranging equation (13) and substituting ψt = iGψxx + iF and its conjugate ψ∗t =
−iG∗ψ∗xx − iF ∗, and then collecting the coefficients of ψ̃x̃x̃ and ψ̃∗x̃x̃, leads to the system(

Ψψ −
DxΨ
DxX

Xψ

)(
G̃− (DxX)2

Tt
G

)
= 0,(

Ψψ∗ −
DxΨ
DxX

Xψ∗
)(

G̃+ (DxX)2

Tt
G∗
)

= 0,
(14)

and the remaining terms give us the equation

i

Tt

(
Ψt + iF

(
Ψψ −

DxΨ
DxX

Xψ

)
− iF ∗

(
Ψψ∗ −

DxΨ
DxX

Xψ∗
))

− i

Tt

DxΨ
DxX

Xt + G̃

(DxX)2

(
∆̂Ψ− DxΨ

DxX
∆̂X

)
+ F̃ = 0.

(15)

The system (14) implies that at least one of the factors in each of the equations vanishes.
The condition that the first factor of the first equation is equal to zero expands to∣∣∣∣ Xx Xψ

Ψx Ψψ

∣∣∣∣− ∣∣∣∣ Xψ Xψ∗

Ψψ Ψψ∗

∣∣∣∣ψ∗x = 0,

and since X,Ψ are independent of ψx, ψ∗x, we find that both the determinants are zero.
If we suppose that (Xψ,Ψψ)T 6= (0, 0)T then each of the other columns, (Xx,Ψx)T and
(Xψ∗ ,Ψψ∗)T is proportional to (Xψ,Ψψ)T, which contradicts the condition dT ∧ dX ∧
dΨ ∧ dΨ∗ 6= 0. Hence, (Xψ,Ψψ)T = (0, 0)T and thus (Xψ∗ ,Ψψ∗)T 6= (0, 0)T.

Similarly, we derive that (Xψ∗ ,Ψψ∗)T = (0, 0)T and (Xψ,Ψψ)T 6= (0, 0)T if the first
factor of the second equation vanishes. Note that the condition Xψ = 0 and Xψ∗ = 0
are equivalent since X is a real-valued function and thus Xψ = Xψ∗ .

Therefore, the first factors cannot vanish simultaneously and hence at least one of
the second factors is zero, which gives (7b). Both second factors are equal to zero only
if G∗ = −G, and then we have no more restrictions for the admissible transformations.
If G∗ 6= −G, one of the first factors vanishes, which is equivalent to (7a).

Further, rearranging equation (15) gives the transformation component (7c) for the
arbitrary element F .

Each element T of the equivalence group G∼A generates a family of admissible trans-
formations parameterized by the arbitrary elements (G,F ). Hence the projection of T
to the space of variables satisfies all the restrictions for admissible transformations, as
given in Theorem IV.2, i.e., Tx = 0, Tψ = Tψ∗ = 0, Xψ = Xψ∗ = 0 and either Ψψ = 0 or
Ψψ∗ = 0. The components of T for G and F are uniquely determined by (7b) and (7c).
Conversely, a point transformation in the joint space of the jet variables (t, x, ψ(2), ψ

∗
(2))

and the arbitrary elements (G,G∗, F, F ∗) that is consistent with the contact structure of
the jet space, belongs to G∼A if it satisfies the above conditions. As a result, from Theo-
rem IV.2 it is clear that the equivalence groupoid G∼A is not generated by its equivalence
group G∼A.

Corollary IV.3. The class A is not normalized. Its equivalence group G∼A consists
of the point transformations in the joint space of the jet variables (t, x, ψ(2), ψ

∗
(2)) and

the arbitrary elements (G,G∗, F, F ∗), where the components for t, x and ψ are of the
form (5) with T = T (t), X = X(t, x), TtXx 6= 0 and either Ψψ = 0 or Ψψ∗ = 0, and the
components for G and F are of the form (7b) and (7c).
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Since the class A is not normalized, we partition it into the two disjoint subclasses
A1 and A2 that are defined as follows : A1 consists of those equations of A for which
G∗ 6= −G, and A2 consists of those equations for which G∗ = −G. We use the usual
notation G∼A1 and G∼A2 for the equivalence groups of these subclasses and G∼A1 and G∼A2 for
their equivalence groupoids. The transformational part ϕ of an admissible transformation
in the class A necessarily satisfies the condition ΨψΨψ∗ = 0 if and only if the initial
arbitrary element G is constrained by G∗ 6= −G. Prolonging the transformation ϕ to
the arbitrary elements G and F according to (7b) and (7c) and taking into account (7a)
for the class A1, gives an equivalence transformation of the respective class. Therefore,
the equivalence groupoids G∼A1 and G∼A2 are generated by the corresponding equivalence
groups, i.e., the subclasses A1 and A2 are normalized in the usual sense.

The condition (7b) implies that G∗ = −G if and only if G̃∗ = −G̃, and thus G∗ 6=
−G if and only if G̃∗ 6= −G̃. This means that the partition is invariant with respect
to admissible transformations of the class A. In the other words, there are no point
transformations between equations that belong to different partition components. This
why the partition of the class A into the subclasses A1 and A2 induces the partitioning
of the equivalence groupoid G∼A into the equivalence groupoids G∼A1 and G∼A2 .

Corollary IV.4. The class A is partitioned into the two disjoint normalized subclasses
A1 and A2 singled out from the class A by the constraints G∗ 6= −G and G∗ = −G,
respectively. Both the subclasses A1 and A2 are normalized in the usual sense. The usual
equivalence group G∼A1 coincides with the equivalence group G∼A of the entire class A and
the description of the usual equivalence group G∼A2 is obtained from that of the group G∼A
by excluding the condition that either Ψψ = 0 or Ψψ∗ = 0. Moreover, there are no point
transformations that map equations from the class A1 to equations from the class A2 or
conversely.

3 Admissible transformations in narrower classes
Here, we study the admissible transformations of the subclasses of the class A whose
arbitrary elements do not depend on the derivatives of the dependent variables.

Theorem IV.2 implies that there is no specific condition on the X-components of
the point transformation ϕ. To ensure the projectability of the components of the point
transformations to the space of variables, we need to constrain the functions F and G
additionally: we narrow the class A by requiring Gψx = Gψ∗x = Fψx = Fψ∗x = 0 and
obtain the class N consisting of equations of the form (3).

Theorem IV.3. The equivalence groupoid G∼N of the class N consists of triples of the
form ((G,F ), (G̃, F̃ ), ϕ), where ϕ is a point transformation in the space of variables of
the form (5) whose components are

t̃ = T (t), x̃ = X(t, x),
ψ̃ = Ψ := Ψ1(t, x)ψ + Ψ2(t, x)ψ∗ + Ψ0(t, x)

(16a)

and, if G∗ 6= −G, Ψ1Ψ2 = 0; (16b)

the transformed arbitrary elements G̃ and F̃ are given by

G̃ = X2
x

Tt
G if Ψ1 6= 0 or G̃ = −X

2
x

Tt
G∗ if Ψ2 6= 0, (16c)

F̃ = Ψ1

Tt
F − Ψ2

Tt
F ∗ +

(
Xxx
Xx

Ψx −Ψxx

)
G̃

X2
x
− i

Tt

(
Ψt −

Xt
Xx

Ψx

)
, (16d)
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where T and X are real-valued functions of t, and t and x with TtXx 6= 0, respectively,
and Ψ1 and Ψ2 are smooth complex-valued functions of their arguments satisfying the
conditions

2GΨ1
x −

(
Xxx
Xx

G+ i
Xt
Xx

)
Ψ1 = 0,

2G∗Ψ2
x −

(
Xxx
Xx

G∗ − i Xt
Xx

)
Ψ2 = 0.

(17)

Here Ψ0(t, x) is a complex-valued smooth function depending on t and x.

Proof. We apply Theorem IV.2 to a pair of equations from the class N. Since both the
arbitrary elements G and F of this class do not depend on derivatives of ψ and ψ∗, we
can split the relations (7b), (7c) between (G,F ) and (G̃, F̃ ) with respect to ψx and ψ∗x.
Rearranging the results of this splitting, we obtain more restrictive relations (16c), (16d)
between (G,F ) and (G̃, F̃ ) within the class N and constraints for parameters of trans-
formational part ϕ:

Xψ = Xψ∗ = 0, Ψψψ = Ψψ∗ψ = Ψψ∗ψ∗ = 0, (18)(
Xxx
Xx

Ψψ − 2Ψxψ

)
G̃

X2
x

+ iXt
TtXx

Ψψ = 0,(
Xxx
Xx

Ψψ∗ − 2Ψxψ∗

)
G̃

X2
x

+ iXt
TtXx

Ψψ∗ = 0.
(19)

Integrating the equations (18) gives the expression for Ψ from (16a), substituting which
into (19) leads to the conditions (17).

By Theorem IV.3 we obtain the usual equivalence group G∼N of the class N by splitting
the conditions (17) with respect to G and G∗. The motivation for this splitting is the
fact that (Gψ, Gψ∗) 6= (0, 0), and this leads to

X = X(x), Ψ1 = A1(t)|Xx|1/2, Ψ2 = A2(t)|Xx|1/2, (20)

where X is an arbitrary real-valued smooth function of x with Xx 6= 0, A1 and A2 are
complex-valued smooth functions depending on t with (A1, A2) 6= (0, 0) and A1A2 = 0.

Corollary IV.5. The class N is not normalized. Its equivalence group G∼N consists of
point transformations in the space of (t, x, ψ, ψ∗, G,G∗, F, F ∗), where the components for
t, x and ψ are of the form (16a) constrained by (20) with Xx 6= 0, (A1, A2) 6= (0, 0) and
A1A2 = 0, and the components for G and F are of the form (16c) and (16d).

In view of Corollary IV.5, the equivalence group G∼N acts only on the space of vari-
ables and arbitrary elements and consists of two families of point transformations with
either A1 = 0 or A2 = 0. This corollary also means that the equivalence groupoid G∼N of
the class N is not generated by the equivalence group G∼N, i.e., there are more admissible
transformations under certain constraints on G, something that complicates the study of
the admissible transformations for the class N. In order to give a complete description
of the equivalence groupoid G∼N , we partition the class N into four disjoint subclasses by
placing constraints on G,

N1 := {LGF ∈ N | G∗ 6= −G, (Gψ, Gψ∗) 6= (0, 0)},
N2 := {LGF ∈ N | G∗ = −G, (Gψ, Gψ∗) 6= (0, 0)},
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N3 := {LGF ∈ N | G∗ 6= −G, Gψ = Gψ∗ = 0},
N4 := {LGF ∈ N | G∗ = −G, Gψ = Gψ∗ = 0},

and we then characterize their equivalence groups (which are considered as conditional
equivalence groups for the entire class N).

In order to prove that equations from the different subclasses of the partition are not
related by point transformations, it is sufficient to show that the constraints that single
out each of these subclasses are preserved by admissible transformations of the class N.
In other words G∗ = −G if and only if G̃∗ = −G̃. Similarly, Gψ = Gψ∗ = 0 if and only
if G̃ψ̃ = G̃ψ̃∗ = 0. Both these results follow from the condition (16c). As a result the
partition of the class N induces the partitioning of the equivalence groupoid G∼N into the
equivalence groupoids G∼N1, . . . , G∼N4 of the subclasses N1, . . . , N4.

The equivalence groups G∼N1 , . . . , G
∼
N4 of the subclasses N1, . . . , N4 can be con-

structed using Theorem IV.3. The transformational part of an admissible transformation
in the class N satisfies the condition Ψ1Ψ2 = 0 if and only if the initial arbitrary element
G is constrained by G∗ 6= −G.

Under the constraint (Gψ, Gψ∗) 6= (0, 0), we can split the equations (17) with respect
to G and G∗ and integrate as above, and this yields X and Ψ as given in (20). If,
however, (Gψ, Gψ∗) = (0, 0), then we can integrate these equations immediately to find
the expressions for Ψ1 and Ψ2 :

Ψ1 = A1(t)|Xx|1/2 exp
(
i

2

∫
Xt
GXx

dx
)
,

Ψ2 = A2(t)|Xx|1/2 exp
(
i

2

∫
Xt

G∗Xx
dx
)
.

(21)

Here X is an arbitrary real-valued smooth function of t and x with Xx 6= 0, and A1 and
A2 are complex-valued smooth functions depending on t with (A1, A2) 6= (0, 0), and the
integral denotes a fixed antiderivative of the corresponding integrand with respect to x.

The nonlocal dependence of Ψ on G and G∗ according to (21) shows that the sub-
classes N3 and N4 possess transformations that are not point transformations in the joint
space of variables and arbitrary elements. The arbitrary tuple of elements (G,F ) and
(G̃, F̃ ) are related non-locally. From (21), we see that for each equation LGF , for a fixed
arbitrary element G, we have an infinite number of solutions Ψ1 and Ψ2 associated with
it. We can extend G and F by the arbitrary complex-smooth functions Φ1 and Φ2 non-
locally so that Ψ1 and Ψ2 are treated as particular solutions of the equations (17) in Φ1

and Φ2, respectively. The equivalence transformations allowing such kinds of transfor-
mations form a group called the “extended generalized equivalence group” G∼. In view
of (21) these transformations cannot be point transformations, even if we fix the arbi-
trary element G : this is due to the appearance of the parameter function X depending
on t and x.

On the other hand, if (Gψ, Gψ∗) 6= (0, 0), then the point transformations in the
space (t, x, ψ, ψ∗), and their prolongations with respect to t and x as well as the arbi-
trary elements as defined in (16c) and (16d), produce in this joint space transformations
(equivalence transformations) which generate the usual equivalence groups G∼N1 and G∼N2 .

Corollary IV.6. The class N is partitioned into the four disjoint normalized subclasses
N1, . . . ,N4 with respect to constraints on G. The classes N1 and N2 are normalized in
the usual sense and the classes N3 and N4 are normalized in the extended generalized
sense. The usual equivalence group G∼N1 coincides with the equivalence group G∼N of the
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entire class N and the description of the equivalence group G∼N2 is obtained from that of
the group G∼N by excluding the condition A1A2 = 0. The extended generalized equivalence
groups Ĝ∼N3 and Ĝ∼N4 consist of transformations whose components for t, x and ψ are of
the form (16a) constrained by (21) with Xx 6= 0, (A1, A2) 6= (0, 0) (for Ĝ∼N3 we also have
A1A2 = 0), and the components for G and F are of the form (16c) and (16d). Further,
there are no point transformations between equations of the different subclasses of the
above partition.

The classes N3 and N4 are difficult and challenging to investigate due to the structure
of their admissible transformations as described in the above corollary. In order to avoid
this problem, we can use the technique of mapping a class to its subclass as developed
in [21], [24]. Thus, in the class N4 we can set G = iH(t, x), Tt = sgnG and Xx = |G|−1/2,
Ψ1 = Ψ2 = 1 and Ψ0 = 0, where H is a real-valued smooth function of t and x. These
transformations imply that G̃ = i. Therefore, instead of treating the class N4 we can
treat its subclass N4|G=i obtained by that mapping.

Corollary IV.7. The subclass N4|G=i of the class N4 that consists of equations of the
form iψt+iψxx+F (t, x, ψ, ψ∗) = 0 is normalized in the usual sense. Its equivalence group
G∼N4 |G=i consists of transformations (16) and conditions (21) with X = ε|Tt|1/2x+X0(t),
where X0 is an arbitrary real-valued function of t and x, and ε = sgnTt.

4 Linear Schrödinger equations with variable mass
We consider the class M that consists of equations of the form (4). This class is a
subclass of N3, where G is a real-valued function of t and x. The preliminary results for
the groupoid of the class M follows from Theorem IV.3, where G = 1/m(t, x), m 6= 0
and F = V (t, x)ψ. Then the equations (17) and the structure of T , X and Ψ are
preserved, i.e., T = T (t), X = X(t, x) and Ψ = Ψ1(ψ̂+Φ̂), where T and X are real-valued
functions depending on their arguments, and Φ = Ψ0/Ψ1 is a complex-valued function
of t and x with TtXxΨ1 6= 0. The equations (16c) and (16d), after rearrangements, give
the transformations for the arbitrary elements G and V . Thus we have:

Theorem IV.4. The equivalence groupoid G∼M of the class M is constituted by triples
((G,V ), (G̃, Ṽ ), ϕ), where ϕ is a point transformation in the space of variables whose
components are

T = T (t), X = X(t, x), Ψ = Ψ1(t, x)(ψ̂ + Φ̂(t, x)), (22a)

and the transformed arbitrary elements G̃ and Ṽ are given by

G̃ = X2
x

|Tt|
G, Ṽ = V̂

|Tt|
− Ψ1

xx

Ψ1
G

|Tt|
− i

TtΨ1

(
Ψ1
t −

Xt
Xx

Ψ1
x

)
. (22b)

Here T (t) and X(t, x) are real-valued functions of their arguments with Tt 6= 0 and
Xx 6= 0, and the complex-valued function Φ = Φ(t, x) is an arbitrary solution of the
initial equation depending on t and x,

iΦt +G(t, x)Φxx + V (t, x)Φ = 0. (23)

Moreover, the complex-valued function Ψ1 satisfies the condition (17).
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The point transformations for the class M described in Theorem IV.4 are difficult to
analyze in view of their structure. But since G is a real valued function, the condition
G 6= −G∗ becomes G 6= −G. To obtain the usual equivalence group for this class we can
split the condition (17) with respect to G. As a result we obtain the following result:

Corollary IV.8. The class M is not normalized. Its usual equivalence group G∼M consists
of point transformations (22), where X = X(x), Ψ1 = A(t)|Xx|1/2 with TtXxΨ1 6= 0 and
Φ = 0. Here A is a nonzero complex-valued smooth function of t, and X is a real-valued
function of x.

It is known from [21], [24] that we can use the technique of mapping a class to one of
its subclasses by admissible transformations from this class and we apply this technique
to map the class M to a subclass. Using transformations (22), we can set Tt = sgnG,
Xx = |G|−1/2, Ψ1 = 1 and Ψ0 = 0 and gauge the arbitrary element G = 1 in the class
M. The subclass singled out from this class by gauging G = 1 is denoted by M|G=1, and
it is similar to the class of (1+1)-dimensional linear Schrödinger equations,

iψt + ψxx + V (t, x)ψ = 0, (24)

where V is a complex-valued potential that depends on t and x studied in the paper [12].
This means that any equation from the class M can be mapped to equation (24). There-
fore, the usual equivalence group G∼ for the class (24) computed in [12, Theorem 6] coin-
cides with the usual equivalence group G∼|G=1 of the subclass M|G=1. Consequently, the
complete description of the admissible transformations of this subclass is obtained from
that of the class (24) and, as a result of this, the group classification of the class M can
be obtained via the group classification of the class (24). That is, the group classification
up to G∼M-equivalence is reduced to the group classification of the class (24) with respect
to its equivalence group G∼(24), which is given below.

Theorem IV.5. The equivalence groupoid G∼(24) of the subclass (24) obtained by gauging
G = 1 in the class M is given by triples (V, Ṽ , ϕ), where ϕ is a point transformation in
the space of variables of the form (5) whose components are

t̃ = T, x̃ = ε|Tt|1/2x+X0, (25a)

ψ̃ = exp
(
i

8
Ttt
|Tt|

x2 + i

2
εε′X0

t

|Tt|1/2
x+ iΣ + Υ

)
(ψ̂ + Φ̂), (25b)

and the transformed potential Ṽ is related to V via the equation

Ṽ = V̂

|Tt|
+ 2TtttTt − 3T 2

tt

16ε′T 3
t

x2 + εε′

2|Tt|1/2

(
X0
t

Tt

)
t

x

− iTtt + (X0
t )2

4T 2
t

+ Σt − iΥt

Tt
,

(25c)

T = T (t), X0 = X0(t), Σ = Σ(t) and Υ = Υ(t) are arbitrary smooth real-valued functions
of t with Tt 6= 0, and Φ = Φ(t, x) denotes an arbitrary solution of the initial equation.
Here ε = ±1 and ε′ = sgnTt.

Corollary IV.9. The subclass (24) is uniformly semi-normalized with respect to linear
superposition of solutions. Its usual equivalence group G∼(24) consists of point transfor-
mations of the form (25) with Φ = 0.
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5 Conclusion
We have studied the admissible transformations in the class A of (1+1)-dimensional
generalized nonlinear Schrödinger equations with variable mass and its subclasses. A
complete description of the equivalence groupoid G∼A for the class A is provided by The-
orem IV.2, and we found that this class is not normalized.

Knowledge of the groupoid G∼A allows us to derive the equivalence groupoid G∼N and
the equivalence group G∼N of the class N contained in a wider class A, and singled out
by the constraints Gψx = Gψ∗x = Fψx = Fψ∗x = 0. We have shown that this class is
not normalized. In order to study the admissible transformations of this class, we par-
titioned it into four disjoint normalized subclasses N1, . . . ,N4 with respect to conditions
on G so that the union of their equivalence groups is larger than the usual equivalence
group G∼N of the class N. We then derived their equivalence groups and established the
connections between them and the equivalence group G∼N of the entire class N, as given
in Corollary IV.6.

The subclass M from the class N is obtained by putting G = G(t, x) = 1/m(t, x),
m 6= 0 and F (t, x, ψ, ψ∗) = V (t, x)ψ, where m is a real-valued function of (t, x). A
complete description of the admissible transformations for this class is provided by The-
orem IV.4 and it is shown that this class is not normalized in the usual sense. The
method of mappings between classes of differential equations and their subclasses yields
the admissible transformations for the class M. Using a family of point transformations
from the class M, we are able to gauge the arbitrary element G to G = 1 and hence to
obtain the class (24) of (1+1)-dimensional linear Schrödinger equations with constant
mass equal to one and complex potentials. This means that the equivalence groupoid,
the equivalence group and the normalization properties of the subclass of the class M

with G = 1 can be obtained from the corresponding objects for (24). These are given in
Theorem IV.5 and Corollary IV.9.

Although we have given an exhaustive analysis of the admissible transformations in
the class A and its subclasses, including the class M, the technique of mapping classes
to its subclasses used here and the gauging of the arbitrary element G to G = 1 in the
class M is not effective in higher dimensions (when n > 1). This is due to the fact
that we do not have enough functions in the transformations which would allow us to
gauge the arbitrary element G to G = 1. More specifically, this means that the class of
multidimensional linear Schrödinger equations with variable mass cannot be mapped to
the class of multidimensional linear Schrödinger equations with constant mass equal to
one. Hence new tools and strategies are needed to study the case of higher dimension.
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We describe admissible point transformations in the class of (1+2)-dimensional
linear Schrödinger equations with complex potentials. We prove that any point
transformation connecting two equations from this class is the composition of a
linear superposition transformation of the corresponding initial equation and an
equivalence transformation of the class. This shows that the class under study is
semi-normalized.

1 Introduction
In the theory of group classification of differential equations, the equivalence groupoid of a
class of differential equations is the set of admissible transformations of this class together
with the composition operation of admissible transformations [4]. More specifically, an
admissible (point) transformation of the class consists of a pair of similar equations (an
initial and a target ones) from the class and a point transformation between these equa-
tions. The composition of two admissible transformations is well defined whenever the
target equation of the first admissible transformation coincides with the initial equation
of the second admissible transformation. For each equation from the class, there ex-
ists the admissible identity transformation. Each admissible transformation is invertible.
The associativity of the composition of admissible transformations directly follows from
those of point transformations.

The study of admissible transformations was initiated by Kingston and Sophocleous
(see [9]), who called an unformalized version of such transformations form-preserving [10].
Form-preserving transformations under the name allowed transformations also arose in
the course of symmetry analysis of variable-coefficient Korteweg–de Vries equations [20]
and variable-coefficient (1+1)-dimensional cubic Schrödinger equations [7]. Later on,
formalizing the framework of admissible transformations was initiated [14] and the range
of applicability of admissible transformations was extended to various classes of differ-
ential equations being important for applications, including nonlinear Schrödinger equa-
tions [15], variable-coefficient reaction–diffusion equations [17], [18], [19], eddy vorticity
flux parameterizations of the inviscid barotropic vorticity equation [16] and nonlinear
wave equations from the theory of elasticity [4].

In order to rigorously pose the problem under consideration, we need to precisely
define the notions of classes of differential equations and their equivalence groupoids.
Other notions and definitions related to classes of differential equations can be found, e.g.,
in [4], [15]. Consider a system of differential equations Lθ: L(x, u(p), θ(q)(x, u(p))) = 0,
parameterized by the tuple of arbitrary elements θ(x, u(p)) = (θ1(x, u(p)), . . . , θk(x, u(p))),
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where x = (x1, . . . , xn) is the tuple of independent variables and u(p) is the set of the
dependent variables u = (u1, . . . , um) together with all derivatives of u with respect to
x up to order p. The symbol θ(q) stands for the set of derivatives of θ of order not
greater than q with respect to the variables x and u(p). The tuple of arbitrary elements
θ runs through the set S of solutions of an auxiliary system of differential equations
S(x, u(p), θq′(x, u(p))) = 0 and differential inequalities, like Σ(x, u(p), θ(q′)(x, u(p))) 6= 0,
in which both x and u(p) play the role of independent variables and S and Σ are tuples
of smooth functions depending on x, u(p) and θ(q′). Then the set {Lθ | θ ∈ S} := L|S
is called a class of differential equations defined by the parameterized form Lθ and the
set S run by the arbitrary elements θ. Denote by T(θ, θ̃) with θ, θ̃ ∈ S the set of point
transformations in the space of the variables (x, u) that map the system Lθ to the system
Lθ̃. A triple constituted by two arbitrary elements θ, θ̃ ∈ S with T(θ, θ̃) 6= ∅ and a point
transformation ϕ ∈ T(θ, θ̃) is called an admissible transformation of the class L|S . The
set of admissible transformations of the class L|S equipped by the natural composition
of such transformations as an algebraic operation is called the equivalence groupoid of
this class.

The notion of equivalence group originated from the work of Ovsiannikov [13] and
became a powerful tool of which the group classification of differential equations relies
on. Thus, the use of equivalence groups constitutes a basis for group classification. Here
and in what follows, we are concerned with usual equivalence groups. This notion can be
generalized in several ways [8], [14], [15]. The (usual) equivalence (pseudo)group G∼ =
G∼(L|S) of the class L|S consists of point transformations in the space of independent
and dependent variables and arbitrary elements each of which is projectable to the space
of (x, u(p′)) for any 0 6 p′ 6 p, is consistent with the contact structure on the space of
(x, u(p)), and maps every system from the class L|S to another system from the same
class. Its elements are called equivalence transformations [15].

Knowing the equivalence groupoid of a class of differential equations simplifies the
process of classifying Lie symmetry extensions within this class. In particular, this gives
an easy way of finding the corresponding equivalence group. The presence of a nice
relation between the equivalence groupoid and the equivalence group makes the entire
procedure of symmetry classification less cumbersome and more harmonious and allows
for presenting a final classification list in a compact explicit form. Moreover, properties
of the equivalence groupoid influence the choice of methods for group classification.

The class L|S is normalized (in the usual sense) if its equivalence groupoid is generated
by its (usual) equivalence group and is said to be semi-normalized if its equivalence
groupoid is generated by the transformations from the equivalence group simultaneously
with transformations from symmetry groups of initial or transformed systems [15].

The algebraic method is the best choice for group classification of normalized or
specifically semi-normalized classes of differential equations. A number of classes of
differential equations that are important for applications are normalized or specifically
semi-normalized or can be partitioned into normalized classes and hence were classified
within the framework of the algebraic method. See, e.g., [1], [4], [5], [11], [15], [16].

The equivalence groupoid of the class of linear Schrödinger equations with complex
potentials has been computed in [11] in the (1+1)-dimensional case. Then properties
of the groupoid (more precisely, semi-normalization of the class) was taken as a base
for carrying out the group classification of these equations by the algebraic method
similarly to [5], where Lie symmetries of nth order (n > 2) of linear ordinary differential
equations were classified using semi-normalization of the class of such equations. The
final classification result, which is a complete list of inequivalent potentials corresponding
to equations with nontrivial Lie symmetries, may be used in quantum theory, quantum
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field theory, optics and other branches of physics, cf. [2], [3], [6], [12].
The aim of this paper is to study the equivalence groupoid, the equivalence group and

normalization properties of the class F of (1+2)-dimensional linear Schrödinger equations
with complex potentials,

iψt + ψaa + V (t, x)ψ = 0. (1)

Here and in what follows t, x1 and x2 are the real independent variables, x = (x1, x2), ψ
is the complex dependent variable and V is an arbitrary smooth complex-valued potential
depending on t and x. Subscripts of functions denote differentiation with respect to the
corresponding variables. In particular, ψt = ∂ψ/∂t and ψab = ∂2ψ/∂xa∂xb. The indices
a, b, c, and d run from 1 to 2, and we use summation convention over repeated indices.

The structure of this paper is organized as follows: In Section (2) we compute the
equivalence groupoid of the class F . It appears that the transformational parts of ad-
missible transformations are uniformly parameterized by the corresponding initial values
of V . The expression for target values of the arbitrary element V in terms of its initial
values and transformation parameters is also found. Then the equivalence group of the
class F and normalization properties of this class are described in Section (3). The last
section includes a short summary and suggests a direction for the future work.

2 Equivalence groupoid
We find the equivalence groupoid G∼ of the class F by using the direct method. We seek
for all invertible point transformations of the form

t̃ = T (t, x, ψ, ψ∗), x̃a = Xa(t, x, ψ, ψ∗), ψ̃ = Ψ(t, x, ψ, ψ∗), ψ̃∗ = Ψ∗(t, x, ψ, ψ∗) (2)

with J = ∂(T,Xa,Ψ,Ψ∗)/∂(t, x, ψ, ψ∗) 6= 0 that map a fixed equation from the class F
to another equation of the same class,

iψ̃t̃ + ψ̃x̃ax̃a + Ṽ (t̃, x̃)ψ̃ = 0. (3)

Hereafter in case of a complex value β we use the notation

β̂ = β if Tt > 0 and β̂ = β∗ if Tt < 0.

Lemma V.1. Any point transformation T connecting two equations from the class F
satisfies the conditions

Tx = Tψ = Tψ∗ = 0, Xa
ψ = Xa

ψ∗ = 0,
Ψψ = 0 if Tt < 0 and Ψψ∗ = 0 if Tt > 0.

(4)

Proof. The proof is similar to that given in [15].

Theorem V.1. The equivalence groupoid G∼ of the class F consists of the triples of
the form (V, Ṽ , T ), where T is a point transformation in the space of variables, whose
components are

t̃ = T, x̃a = |Tt|1/2Oabxb + X a, (5a)

ψ̃ = exp
(
i

8
Ttt
|Tt|

xaxa + i

2
ε′X bt
|Tt|1/2

Obaxa + Λ + iΣ
)

(ψ̂ + Ω̂), (5b)
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and the transformed potential Ṽ is expressed via V as

Ṽ = V̂

|Tt|
+ 2TtttTt − 3Ttt2

16ε′Tt3
xaxa + ε′

2|Tt|1/2
(X at
Tt

)
t

Obaxa

+ Σt − iΛt
Tt

− X
a
t X at + iTtt

4Tt2
.

(5c)

Here T , X a, Λ and Σ are arbitrary smooth real-valued functions of t with Tt 6= 0, ε′ =
sgnTt, Ω = Ω(t, x) is an arbitrary solution of the initial equation and O = (Oab) is an
arbitrary constant 2× 2 orthogonal matrix.

Proof. Let a point transformation T connect two equations from the class F . Then
Lemma (V.1) implies that T = T (t) with Tt 6= 0, Xa = Xa(t, x) and Ψψ̂ 6= 0. Applying
the chain rule for total derivatives with respect to t and x to the equality ψ̃(t̃, x̃) =
Ψ(t, x, ψ), we derive

Dtψ̃(t̃, x̃) = ψ̃t̃Tt + ψ̃x̃bX
b
t = DtΨ, Daψ̃(t̃, x̃) = ψ̃x̃cX

c
a = DaΨ,

DbDaψ̃(t̃, x̃) = ψ̃x̃cx̃dX
c
bX

d
a + ψ̃x̃dX

d
ab = DbDaΨ,

where Dt and Da are the total derivative operators with respect to t and xa, respectively.
The above equations are equivalent to

ψ̃t̃ = 1
Tt

(
DtΨ− Y ab Xb

tDaΨ
)
, ψ̃x̃c = Y ac DaΨ, (6)

ψ̃x̃cx̃d = Y ac Y
b
d (DbDaΨ− Y dc Xc

abDdΨ), (7)

where Y ac Xc
b = δab and δab is the Kronecker delta. In fact, the vector-function (Y 1, Y 2)

is the inverse of the vector-function (X1, X2) with respect to x and Y ac = ∂Y a/∂x̃c. We
substitute the values of ψ̃t̃ and ψ̃x̃cx̃d defined in (6) and (7) into the equation (3) and
take into account the expression for ψ̂t, ψ̂t = iε′(ψ̂aa + V̂ ψ̂). As a result, we derive the
equation

i

Tt

(
Ψt + Ψψ̂(iε′ψ̂aa + iε′V̂ ψ̂)− Y ab (Ψa + Ψψ̂ψ̂a)Xb

t

)
+ Y ac Y

b
c

(
Ψab + 2Ψaψ̂ψ̂b)

)
+Y ac Y bc

(
Ψψ̂ψ̂ψ̂bψ̂a + Ψψ̂ψ̂ab − Y

d
c (Ψd + Ψψ̂ψ̂d)X

c
ab

)
+ ṼΨ = 0.

Then splitting this equation with respect to various derivatives of ψ̂ and additionally
arranging leads to the system

Y ac Y
b
c = 0, a 6= b, Y ac Y

a
c = 1

|Tt|
, Ψψ̂ψ̂ = 0, (8)

2
|Tt|

Ψaψ̂ −
i

Tt
Y ab Ψψ̂X

b
t −

1
|Tt|

Y ac Ψψ̂X
c
aa = 0, (9)

i

Tt
Ψt −

1
|Tt|

V̂Ψψ̂ψ̂ −
i

Tt
Y ab ΨaX

b
t + 1
|Tt|

Ψaa − Y dc ΨdX
c
aa + ṼΨ = 0, (10)

where ε′ = sgnTt.
We first show that Xa

bc = 0 for all a,b and c. The first two equations in (8) together
with the condition Y ac X

c
b = δab imply that Xb

a = |Tt|Y ab . Therefore, Xc
aX

c
b = |Tt|δab ,

i.e., Xc
a = |Tt|1/2 Oca, where O = (Oca) is a 2 × 2 orthogonal matrix-function of t and
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x. Suppose that O is a special orthogonal matrix, i.e., detO = 1. Then the matrix (Xc
a)

can be written as

(Xc
a) = |Tt|1/2

(
cos θ − sin θ
sin θ cos θ

)
(11)

for a smooth function θ = θ(t, x). The representation (11) implies that X1
1 = X2

2 =
|Tt|1/2 cos θ and X1

2 = −X2
1 = −|Tt|1/2 sin θ, which means that transformation compo-

nents X1 and X1 satisfy the Cauchy–Riemann system

X1
1 = X2

2 , X1
2 = −X2

1 .

Hence both the components Xc are solution of the Laplace equation, i.e., Xc
bb = 0.

Applying the Laplace operator ∂bb to both the sides of the equation Xc
aX

c
a = |Tt|, where

there is no summation with respect to a, we derive Xc
abX

c
ab = 0, i.e., Xc

ab = 0 for all a, b
and c. The same result is obtained when detO = −1. Thus, Xc is a linear function in x,
which implies that the matrix O may depend only on t. From the previous consideration,
the equation (9) becomes

Ψaψ̂ = i

2Tt
Xb
aX

b
tΨψ̂. (12)

Differentiating this equation for a = 1 with respect to x2 and for a = 2 with respect to x1,
subtracting the first result to the second and taking into account the coincidence of mixed
derivatives, we find the compatibility conditionXb

1X
b
t2 = Xb

2X
b
t1. The representation (11)

together with the compatibility condition results in θt = 0. Therefore, the matrix O is a
constant orthogonal matrix.

The general solution of the third equation in (8) is Ψ = Ψ1ψ̂+ Ψ0, where Ψ0 and Ψ1

are smooth complex-valued functions of t and x, and Ψ1 = Ψψ̂ 6= 0. The integration of
the equation (12) gives the expression of Ψ1,

Ψ1 = exp
(
i

8
Ttt
|Tt|

xaxa + i

2
ε′X bt
|Tt|1/2

Obaxa + Λ + iΣ
)
, (13)

where Λ and Σ are arbitrary smooth real-valued function of t arising in the course of
the integration. Finally, we consider the equation (10), which reduces, under the derived
conditions to

i

Tt
Ψt −

1
|Tt|

V̂Ψψ̂ψ̂ −
i

Tt

Xb
a

|Tt|
Xb
tΨa + 1

|Tt|
Ψaa + ṼΨ = 0.

Splitting with respect to ψ̂ in view of the representation for Ψ and rearranging, we obtain

Ṽ = V̂

|Tt|
− i

TtΨ1

(
Ψ1
t −

Xb
aX

b
t

|Tt|
Ψ1
a

)
− 1
|Tt|

Ψ1
aa

Ψ1 , (14)

iε′Ψ0
t −

i

Tt
Xb
aX

b
tΨ0

a + Ψ0
aa + |Tt|ṼΨ0 = 0. (15)

Let us introduce the function Ω = Ψ̂0/Ψ̂1, i.e., Ψ0 = Ψ1Ω̂. The equation (15) is equivalent
to the initial linear Schrödinger equation in terms of Ω. After the substitution of Ψ1 by
its expression from (13) into (14) and then additionally collecting coefficients of x, we
derive the final expression for Ṽ .
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3 Equivalence group and normalization properties
There are several ways of computing the equivalence group for a given class of differential
equations. Some of them are the direct or the infinitesimal method. At the same time, it
is unnecessary to do the computation of the equivalence group G∼ of the class F using
one of the above alternatives since we can derive the equivalence group G∼ of the class F
from the knowledge of its equivalence groupoid G∼.

Corollary V.1. The (usual) equivalence group G∼ of the class F consists of point trans-
formations in the space of independent and dependent variables and arbitrary element that
are of the form (5) with Ω = 0.

Proof. Let T be a point transformation connecting two equations from the class F . Then
T is necessarily of the form (5a)–(5b), and potentials of the equations are related by (5c).
Any transformation from the group G∼ generates a family of admissible transformations
of the class F and hence it has the form (5). On the other hand, from the definition of
equivalence group, the group G∼ contains only point transformations whose components
corresponding to variables do not depend on the arbitrary element V . This condition is
satisfied if and only if Ω is a common solution for all equations from the class F . The
only common solution is Ω = 0.

Remark V.1. In fact, the whole equivalence group G∼ is generated by the continuous
family of transformations of the form (5), where Ω = 0, Tt > 0 and detO = 1, and two
discrete transformations: the space reflection Ia for a fixed a (t̃ = t, x̃a = −xa, x̃b = xb,
b 6= a, ψ̃ = ψ, Ṽ = V ) and the Wigner time reflection It (t̃ = −t, x̃ = x, ψ̃ = ψ∗,
Ṽ = V ∗).

Summing up, we state the following

Corollary V.2. The class F is semi-normalized. More precisely, for each admissible
transformation (V, Ṽ , T ) in the class F , its transformational part T is the composition of
a linear superposition transformation T1 of the initial equation with the potential V and
the projection of an equivalence transformation T2 of the class F to the space variables
with T2V = Ṽ .

Proof. Consider two fixed similar equations from the class F with potentials V and Ṽ
and let T be a point transformation connecting these equations. From Theorem (V.1),
the transformation T is of the form (5a)–(5b), and the potentials V and Ṽ are related
by (5c). We define two point transformations. The first transformation T 1 is the point
transformation in the variable space with the components t̃ = t, x̃ = x, ψ̃ = ψ + Ω
with the same Ω as in T . It does not change the potential V and, therefore, is a point
symmetry transformation of linear superposition for the initial equation. The second
transformation T 2 is the point transformation in the extended space variables and the
potential V that is of the form (5) with the same values of parameters as in T except
Ω = 0. Hence it is an equivalence transformation, which connects the equations with
potentials V and Ṽ , Ṽ = T2V . As a result, the transformation T coincides with the
composition of T 1 and the projection T 2|(t,x,ψ) of T 2, T = T 2|(t,x,ψ) ◦ T 1.

4 Conclusion
The equivalence groupoid of the class F of (1+2)-dimensional linear Schrödinger equa-
tions with complex potentials, which has an interesting algebraic structure, is exhaus-
tively described in Theorem (V.1) using the direct method. The method is standard for
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the study of point transformations between differential equations. At the same time, it
is not quite algorithmic, especially when considering the entire set of admissible transfor-
mations of a class of differential equations. The versions of the direct method for finding
point symmetry transformations of a single differential equation or equivalence trans-
formations of a class of differential equations are much easier to be realized. Moreover,
the computations become trickier and more cumbersome if we increase the dimension of
equations. New features also appear in the form of admissible transformations in compar-
ison with the (1+1)-dimensional case. They are not exhausted by the formal extension
of the set of space variables. Coupling of space variables leads, in particular, to involving
rotations in the corresponding equivalence groupoid. In total, the above makes the entire
consideration much more complicated than in (1+1)-dimensions.

Knowing the equivalence groupoid of the class F , we construct the (usual) equiva-
lence group of F in an easy way, roughly speaking, by singling out families of admissible
transformations that are pointwise parameterized by the arbitrary element, which is the
potential V for the class F , and having the same transformational part. We relate the
equivalence groupoid, the equivalence group and normalization properties of the class F ,
and this relation is similar to that for the (1+1)-dimensional counterpart of the class F ,
which is studied in [11]. We show that, roughly speaking, any point transformation con-
necting two fixed equations from the class F is the composition of a linear superposition
symmetry transformation of the initial equation and an equivalence transformation of
this class. In other words, the class F is semi-normalized in a quite specific way, which
guarantees, in view of our experience with the (1+1)-dimensional counterpart of the
class F [11], the effective use of the algebraic method for the exhaustive group classifi-
cation of the class F . Therefore, the results of the present paper can be considered as a
first step in our future work on this classification.
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