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Abstract 

The issuing of loans is one method the bank conveys itself, which has been shown to raise credit default 

risk in the past. Despite many bank measures to undertake pre-assessment of loan applications, the case 

remains, providing a warning flag for the bank to produce a rapid, cost-effective, and optimal approach 

to reduce and perhaps combat credit risk on loan defaulting before banks experience large losses. 

 

The main aim of this study is to develop machine learning models to predict personal loan default and 

analyze the performance of various models to identify the borrower's features in an early prediction of 

personal loan default. 

 

In this study, three classical machine learning algorithms K-Nearest Neighbors, Gradient Boosting, and 

Random Forest were trained on a Historical credit dataset of 5012 observations obtained from a 

Commercial bank in Tanzania. The dataset was imbalanced and the use of data imbalance techniques 

namely SMOTE was applied to give us more insight into the classified datasets and reduced erroneous 

in the conclusion. This dataset was divided into training and test sets respectively with optimized 

parameters for each of the algorithms. The performance comparison for each model was done by AUC 

and plotting the ROC Curve, the performance evaluation of classifiers was done to find out the accuracy, 

recall, precision, ad F1-Score for each classifier in classifying the different types of loan defaults. 

 

The finding showed the features for early prediction of borrowers’ loan default were monthly income, 

total loan amount, and age. The three models RF, KNN, and GB were developed and Random Forest 

performed well with an accuracy of 84 percent, recall of 85 percent, the precision of 82 percent, F1 

Score of 84 percent, and AUC ROC of 91 percent in predicting either loan defaulting or not.  

 

Although, the study managed to implement the high-performance model further studies should be 

conducted particularly with the use of deep learning or other machine learning models, the involvement 

high dimensional dataset from many banks in Tanzania. 

 
Keywords: Loan default, Commercial Bank, Machine Learning, Tanzania. 
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1.1 Background 

CHAPTER ONE  

INTRODUCTION 

The trend of loan defaults is growing to be a problem for the nation's economy, as well as the banking 

industry. It negatively affects the banks' ability to finance themselves, which harms the nation's overall 

socio-economic development. Lending has been the bank's core business for a decade among its suite 

of products. (Opa & Tabe-Ebob, 2019). This development cannot always be achieved due to the loan 

default issue. Given the fact that loan default can be either voluntary or involuntary, the problems with 

default may result from both the nature of the business and the attitudes of the borrowers (Aslam et al., 

2020). 

Increased loan default rates potentially contribute to banks, the finance sector, and the economy as a 

whole. Additionally, failing to properly manage non-performing loans over time has an impact on how 

profitable commercial banks can be (Stephen Kingu et al., 2018). The Bank of Tanzania’s laws, as 

outlined in the Bank of Tanzania Act of 1995 regulate commercial banks in Tanzania. Commercial banks 

support the economic development in the country by channeling funds from surplus areas to deficiency 

areas (Kaaya & Pastory, 2013). However economic downtown has led to the closure of many businesses 

and most clients have not been able to pay back their loans (Kaaya & Pastory, 2013) 

By 2013 banks in Tanzania had begun the application of the credit reference bureau which is a specializes 

in gathering and selling data on how well people and businesses have managed their credit (Bank of 

Tanzania, 2012), it plays an important role in improving loan defaults and access to loans, in turn, 

facilitates growth in the economy by enabling banks to make quicker and give early warnings to lenders 

to make more effective lending decisions. The decision to approve a loan is based on several 

considerations, including the borrower's past credit history, the overall amount requested, the economic 

situation, and the loan's intentional use, occupation, and so on. Additionally, the borrower must be able 

to repay the loan in the given timeframe (Torvekar & Game, 2019). 

Due to technological advancement, there is now an increased interest by the banking sector in using 

machine learning techniques to predict customer’s loan default, partially due to evidence that 

conventional techniques are insufficient and prone to inaccuracy. There is evidence that by utilizing 

machine learning techniques, credit risk management for loan default can be greatly improved because 

these techniques enable meaningful interpretation of unstructured data (Aziz & Dowling, 2018).
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Although it is becoming more common, commercial banks have been using machine learning 

approaches to model credit risk for some time. The study that has been undertaken on loan defaulting, 

and in Tanzania banks are non-machine learning such as (Mungure, 2015). Furthermore, Tanzanian 

banks rely on traditional methods and credit bureau references to decide if a customer would default or 

not default before the provision of a loan. Machine learning techniques that form are transforming and 

will revolutionize, how we approach credit risk management. Through the development of machine 

learning-driven solutions, everything related to understanding and managing risk is now possible, from 

determining how much a bank should lend to a customer to alerting businesses on the financial markets 

about position risk to identifying customer and insider fraud, improving compliance, and lowering 

model risk. (Leo et al., 2020). 

1.2 Problem Statement 

In traditional credit scoring models, human judgment and instinct are important factors that influence 

whether to accept or reject an application. The borrower's capacity, character, condition, capital, and 

collateral are the main considerations (ElMasry, 2019) 

 Capacity: What is their ability to repay? What amount of free revenue do they have? 

 The character of the person: Are the borrowers or family member’s familiar to you? 

 Condition: What are the market conditions? 

 Capital: How much is requested? 

 Collateral: What resources is the borrower willing to contribute? 

Therefore, the process of providing credit is both a science and an art. Branch offices and corporate 

divisions regularly monitor the activities, performance, and conduct of each borrower daily to determine 

whether any adjustments are necessary to protect the non-repayment of credits. (Richard et al., 2008). 

When a borrower is estimated to default and could have reimbursed off the loan otherwise, and the bank 

rejects to offer the loan, in this case, the bank might have missed the opportunity to advance out from 

interests that could have been paid. In reality, default loans are bad loans that banks are unable to profit 

from since it is difficult to predict whether the borrowers will be able to make payments on the amount 

borrowed or owed (Opa & Tabe-Ebob, 2019). 

In the big data revolution, more advanced models that surpassed the traditional classifier model 

logistic regression have been built, and default prediction has emerged as the most fascinating field to 

be researched (ElMasry, 2019). Within financial institutions, interest in and acceptance of strong and 

analytical solutions like machine learning and artificial intelligence are rising. The urge to improve 

analytical capabilities for handling and mining the growing volumes and variety of data has led to this 

rise. (Van Liebergen, 2017). Machine learning relies heavily on learning from data that is already 

accessible, therefore it may be subject to the same biases and issues that plague traditional statistical 
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methods. It would be helpful to assess and comprehend how issues with traditional statistical research 

methods perform when treated by machine learning approaches when they are compared to machine 

learning methods. To help banks, improve their analytical skills and develop their risk management 

process, it would be good to research how machine learning may be used to improve risk measurement, 

risk reporting, risk assessment, and risk aggregation. (Leo et al., 2020). 

The study seeks to fill the gap of a few research conducted on loan defaulting in Financial Institutions, 

which are non-machine learning such as (Mungure, 2015), and other ML research conducted did not 

focus on Commercial Banks such as (Ngimbwa, 2020). Motivated by these studies, the study will cover 

the most common and powerful ML algorithms that have been applied for CRM to develop a Machine 

Learning model for loan default prediction. A predictive ML model that will classify a loan whether will 

default or not, evaluate which borrowers’ features are important in predicting loan default, and find 

answers to the question; What borrower’s variables predict loan defaulting, what machine learning 

models to be used for predicting loan defaulting and what is the performance of the proposed the model. 

 
1.3 Objectives 
 

 To find out which borrower’s variables predict loan defaults. 

 To develop a Machine Learning models that early predicts loan defaulting at the Bank. 

 To compare which model performs well in the early prediction of personal loan default. 

 
1.4 Significance of the Study 

The study is significant in helping banks to reduce loan defaulting with the proposed machine learning 

model. Further, the study will offer the following advantages to the banks, such as increased liquidity, 

extended provision of loan services to customers, speeding up loan provision process, increase 

reputation, and reduced operational costs. To the government, the study will increase revenue, reduce 

bank monitoring costs, and form policies. 

 

1.5 Scope of the Study 

This study was conducted using a private credit dataset from 25th December 2009 to 28th December 

2020 from a commercial bank in Dar es Salaam region, Tanzania, which has other branches in Tanzania 

regions, to be used for an early prediction of loan default. 

1.6 Limitations of the Study 

 
The rules and limitations of data sharing in Commercial Banks, restrict access to certain of the features. 

As a result, several features that were helpful in building and training the model for loan default 

prediction were not shared. Another is a wide range of timeframe but few numbers of the dataset. 
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1.7 Outline of the Thesis 

 
The remainder of the study is divided into four chapters Chapter two describe relevant previous work 

and identify the relationship of works in the context of their contribution to the topic. Chapter three 

includes what things and methods were done to generate results. Chapter four machine learning 

processes conducted and interpretations of statistical results. Chapter five describes the summary 

findings, conclusion, and recommendations for further research. 
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CHAPTER TWO  

LITERATURE REVIEW 

2.1 Factors Influencing Loan Default 

A study by (Mungure, 2015) in Tanzania Microfinance Finance Institution showed that the number of 

dependents has an impact on loan repayment since loans might be used to fulfill family responsibilities. 

The fact that 80% of loan officers believed that there is a default problem and loan payment delays was 

also made clear. The factors that led to default included insufficient loan repayment follow-up, loans 

without collateral requirements, high-interest rates, limited loan utilization monitoring, a need for loan 

usage training, multiple borrowing, unplanned loan use, and poor sales. 

The study by (Aslam et al., 2020) was conducted in Bangladesh using binomial logistic regression to 

determine the elements that affect the probability that borrowers will notify loan default. There are 

fourteen explanatory variables in the study and concludes that living status, repayment amount, loan 

product, and interest rate may contribute to less or high loan default. 

The aforementioned factors were identified as loan default causes by a study that was done in Ghana 

Micro-Finance Institution identified by the customers include late loan repayments, financial 

difficulties, unattractive terms of payment, rising interest rates, insufficient loan amounts, unanticipated 

situations, such as illness and death of a family member, and an absence of customer training before and 

following granting loans. (Addae-Korankye, 2014). 

 
2.2 Related Studies on Loan Default Prediction 

The study by (Zhu, 2019) used Lending club public datasets on various machine learning algorithms, 

including ensemble models, extreme gradient boost, neural networks, and logistic regression, to explore 

how they are being applied to loan default prediction. The study used class weights, SMOTE, and 

ADASYN to balance the data, and each model improved to a different extent. The best performing 

model was extreme gradient boosting which had high accuracy of 68%. The client's interest rate, annual 

income, and possession of property were the most significant variables in this study that clients provided 

that may be potential, according to an initial data interpretation. 

According to (Ngimbwa, 2020) in resolving the problem of loan default, his study analyzed Saving and 

Credit Cooperative Societies datasets in Tanzania by using machine learning, to determine the factors 

affecting credit rating. The study concluded that the foremost variables found by the random forest 

algorithm in influencing SACCOS members’ credit ratings were age, interest rate, and membership years 
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with an accuracy of 95%, while the least variables were marital status and gender The foremost factors 

found by logistic regression with an accuracy of 74% include age, loan period, and interest rate while the 

least factors include membership years and marital status. 

In a study conducted on China loan data by (Wang et al., 2020), used to determine if a person meets the 

requirement for lending, the naive bayesian model, logistic regression analysis, RF, DT, and K-NN 

classifier are used to evaluate applicant's credit information. The study shows that RF performs best in 

terms of AUC, precision, recall, and accuracy it had 96.53%. 

(ElMasry, 2019) used a variety of single classification machine learning techniques to predict mortgage 

loan defaults based on the publicly available dataset, including ensemble, SVM, RF, K-NN, DT, 

Logistic Regression, and SVM. The output probabilities of the aforementioned techniques were 

combined in the study using a meta-algorithm ensemble approach stacking, which increased prediction 

power. The accuracy that Stacking Ensemble had was the highest at 89 percent. The top five factors 

used to forecast loan default include zero balance code, current loan delinquent status, loan age, credit 

score, and original total loan-to-value. 

Further studies were done by (Abrahamsson & Granstrom, 2019) to determine how each machine 

learning technique, from a selected group, performs best in default prediction, taking into account the 

selected model assessment parameters. Kendall's Tau performed worse than RFE, which was utilized as 

a feature selection method. The study found that the model's accuracy was influenced by the number of 

features it contained. The techniques that were looked into including support vector machines, 

AdaBoost, XGBoost, random forests, decision trees, and logistic regression. The machine learning 

algorithm that produced the relative greatest performance, known as extreme gradient boost (XGBoost), 

got an AUC score of 89 percent for the 7 features used. 

In the study by (Chang, 2019), several machine learning models are trained using data from Lending 

Club to predict whether the borrower can repay the loan.  Randomized Search Cross-Validation and 

Grid Search Cross-Validation methods are applied in a different situation to tune the parameters. Also 

evaluated were the RF, SVM, K-NN, and logistic regression performance of the proposed models. Then 

the selected models were compared using the confusion matrix and ROC curve. Random forest was 

found as the best fit for the dataset with the highest accuracy of 70.4%. The study concluded that annual 

income and Fico scores are features that influence prediction. 

A study by (Madaan et al., 2021) used two machine learning techniques, random forest, and decision 

tree, to investigate, examine, and create a machine-learning technique to accurately determine whether 

a person, given certain traits, has a high likelihood to default on a loan. Then the study compared the 

performance metrics by using the confusion matrix and F1 score to quickly understand the two models' results for 

accuracy and other factors. The accuracy of the Random Forest Classifier was 80%. 
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CHAPTER THREE 

METHODOLOGY 

3.1 Study Design 

 

The design framework is summarized in figure 1 below 
 
 

 

 

 

 

 

 

 

 

 

 

 
 

  

Figure 1 Machine Learning Experiment Approach 
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3.2 Data Collection 

Secondary data, including lending information from other branches in Tanzania, was gathered from a 

commercial bank. The dataset, which included performance and personal data, was utilized to train and 

test the model. It consists of 5485 customers of which 5181 are non-defaulters and 304 are defaulters 

with 31 attributes. 

3.3 Working Environment 

For our study, all the activities including processing the data, cleaning and visualizing the data, 

analyzing the data, model building, and evaluation were done on the Jupyter Notebook 6.0.3 using 

Python programming language. 

3.4 Machine Learning Methods 

The study aimed at using three classification algorithms in the early prediction of loan default for an 

individual loan. 

3.4.1 K-NN 

It is a non-parametric technique for regression and classification. A data point is classified by calculating 

the distance to the closest nearby training case. The classification of the sample will depend on the value 

of that point. The sample is classified using the value of the majority and the k nearest points in the k-

nearest neighbor classifier. The existence of noisy or irrelevant features, or if the feature scales are 

inconsistent with their significance, can significantly reduce the accuracy of the K-NN method 

(Alpaydın, 2010). 

 

3.4.2 Random Forest 

To obtain extremely high classification accuracy, bagging is combined with random decision trees. This 

method involves growing a forest of trees, then before fitting each tree, putting the training data onto a 

randomly selected subdomain. The concept of randomized node optimization, which substitutes a 

randomized technique for a deterministic optimization, is the final one. 

Random forest is useful to lessen the connection between different classifiers when a variety of qualities 

are available. This significantly improves the performance of the final model at the cost of a slight 

increase in bias and some loss of interpretability (Alpaydın, 2010). 

 
3.4.3 Gradient Boosting 

 
Iteratively combining weak learners into a single strong learner, gradient boosting is a machine learning 

technique for regression and classification problems that yields a prediction model in the form of an 

ensemble of weak prediction models. Gradient boosting is frequently used as the base learner with 

decision trees, particularly CART trees, that have a fixed size (Alpaydın, 2010). 



19  

 

Implementations of gradient tree boosting frequently additionally use regularization by limiting the least 

number of observations in the tree's terminal branches. By eliminating splits that lead to branches with 

a low number of instances from the training set than this threshold, it is used during the tree-building 

procedure. This limit's imposition aids in lowering prediction variance at the leaves. 

 
3.5 Identification and Definition of Variables 

The dataset collected contained a total of 31 features (1 independent and 30 dependent) with 5485 

observations. Figure 2 shows the identified features in the dataset with their attributes. 

 

Figure 2 Dataset Features 

3.5.1 Independent Variables 

Table 1 List of Independents 

Loan Default = a0 +a1X1+a2X2+a3X3+a4X4+a5X5+a6X6+ a7X7+a8X8+……. +U 

 

- a0=Intercept,  

- a1=CustID 

- a2=LoanRel 

- a3=Marital Status 

- a4=Negative Status of Loan 

- a5=Reporting Date 

- a6=Type of Installment Loan 

- a7=Education 

- a8=Monthly Income Currency 

- a9=Monthly Income 

- a10=Physical Address Region 

- a11=Nationality 
- a12=Overdue installment count 

- a13=Gender 

- a14=Economic sector 

- a15=Periodicity of payments 

 

- a16=Purpose of the loan 

- a17=Start date 

- a18=Profession 

- a19=Date of birth 

- a20=Instalment Count 

- a21=Outstanding Instalment Count 

- a22=Past Due Days 

- a23=Past Due Amount 

- a24=Instalment Amount 

- a25=Outstanding Amount 

- a26=Total Loan Amount 

- a27=Phase of loan 

- a28=Real End Date 

- a29=Start Date 

- a30=Expected End Date 
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3.6 Exploratory Data Analysis 

The features were explored individually to summarize statistics, data visualization, summarizing 

statistics, perform a transformation, and discover the important features for loan default prediction. 

The figure below visualizes the distribution of loan applicant or customer professions over the default 

classes, which shows high number of customers with a status of self – employment did not default as 

well as defaulted. 

 

Figure 3 Comparison of Professions with Default 

 

Figure 4 plots the monthly income over the total loan amount for the target variable classes “default”. 

The observation shows that high number of customer who did not default have a monthly income 

between 1-1000000Tzs and they took a total loan amount of between 1-15000000 

 

Figure 4 Comparison of Monthly Income over Total Loan Amount 

3.7 Univariate Analysis 

The target feature (DEFAULT) was descriptively analyzed and showed that 94.6% of the observations 

are of class 1(no-defaulters) and 5.4%of the observations are class 0 (defaulters). Figure 5 shows the 



21  

percentage of the dependent variable. 

 
 

 

Figure 5 Percentage of Defaulted and Not Defaulted 

 

3.8 Missing Value Imputation 

Missing values include all entries in data that their measures were entered wrong, not recorded, or 

observed. These values have the necessary information for the efficiency of prediction. Thus, it is 

necessary to properly deal with missing values. The amount of missing values in the data is displayed 

in Figure 6. 

 

 

 

Figure 6 Percentage of Missing Values 

 
From figure 2 it has been observed that the dataset contained a total difference of 210 from the 

physical address region and 4 from the total loan amount. Missing values can be dealt with through 

different mechanisms such as; 
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3.8.1 Filling Missing Values 

The missing data for the variable physical address region was filled by the most frequent value of the 

variable. 

The numerical variables, total loan amount, monthly income and installment amount, and missing data 

were filled with the median values. 

3.9 Outliers 

3.9.1 Detecting Outliers 
 

To identify features that significantly contain outliers z- score method was applied through all features 

and a new data frame of similar shape was created which contained respective z - score values only. 

 

𝒛 =
𝒙 − 𝝁

𝝈
 

 

Assuming values follow a normal distribution, a value with a z - score of more or equal to 5 has zero 

probability to belong in the distribution. Therefore, a z-score of 5 was located as the optimal for data 

to follow the distribution of the dataset. All features that had a z-score of greater than or equal to 5 

were then filtered excluding categorical variables and including total loan amount and monthly income 

features were then visualized with boxplots in figure 7. 

 

 

 
Figure 7 Box plots for features with outliers 

3.9.2 Fixing Outliers 

 
From the monthly income feature, most of the outliers (approximately 34%) were 0 (zero) values, 

which were considered missing values and were imputed by the median value. Median of the features 

was used to fill the outliers where the lower and upper limits were fixed by the relation between the 

quartiles and frequency distribution of the monthly income and were fixed between (2000000 and 

6000000). 
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3.10 Correlation of Features 

The correlation of 1 in the analysis explained the maximum correlation between features. The highest 

positive correction obtained is of tenor and installment count, also total loan amount and installment 

amount have attained the limit; installment amount and installment count are then being dropped due 

to high correlation with the total loan amount and tenor respectively. 

 

Figure 8 Correlation of Features 

 

3.11 Features Reduction 
 

The dataset containing features such as “Cust ID” and “LoanRel” were dropped because they are used 

for tracking customers and they don’t have a direct impact on the loan. The type of Instalment loan 

was dropped because the type was common for all datasets. 

3.12 Cleaning of Incorrect Recordings 
 

The physical address region contained mixed recordings for regions, districts, and unapplied entries. 

Observations were restructured to present unit regions on matching entries and hence unique 

observations in the feature were reduced from 58 to 18. 

Furthermore, the profession feature was treated as employment status where the observation contained 

some of the mixed observations, and profession was treated as employment status where all 

professions listed were grouped as employed, whereas other and others were grouped as self-

employed. 

 

3.13 Selection of Features 

The process of screening the identified features and their behaviors was further subjected to check 

their suitability for the study. The status of what our model wants to predict may not relate to some of 
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the features provided but we have to get familiar with the features for the guidance of the model 

regularization. The criteria used involve checking: 

 

3.13.1 Variability Filtering 

Features that had low variance include past due days and past due amounts. Features such as the past 

due amount which cannot be interpreted when assessing new customers were dropped. Features that 

are policy progress observations including overdue installment count, outstanding amount, and 

outstanding installment count, which cannot be accessed from a new customer were also dropped. 

From figure 6 above, the economic sector was dropped because it has the highest amount of missing 

values. The phase of loan and installment amount were kept due to their relevance and importance in 

the domain of loan. 

3.13.2 Feature Mapping 

Date of birth values was converted to year values by creating a new feature age. The ages of customers 

who were above 80 years were dropped. Then the date of the birth feature was dropped. Figure 9 shows the 

distribution of age. 

Figure 9 Distribution of Age 

Default values were converted, all the values with the filled number to 0 which means default, and all 

empty values to 1 which means not default. 

Periodicity of payments values was converted to days and then multiplied by installment count to get a 

new feature tenor which is the length of time that will be taken by the borrower to repay the loan along 

with the interest. 

 

3.13.3 Selection of Features Importance using Random Forest Classifier 

Which features are best capable of predicting the target variable are indicated by their importance. 

Feature importance can assist in figuring out which features are most crucial to our model and which 

ones we can safely disregard. We can then use this to simplify our models and make them easier to 
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understand. In this study, feature importance was determined using the Random Forest 

Classifier.(Kumar, 2022). After fitting the Random Forest Classifier model, it gathers the feature 

importance values so that the same may be accessed via the feature importance's property. The attribute 

"feature importance’s" indicates the weights assigned to each feature based on how they are organized 

in the training dataset. Random forest can be used to naturally order the relevance of variables in a 

classification or regression issue. Fitting a random forest to the data is the initial stage in determining 

the variable importance in a data set where  𝐷𝑛 =  𝑓(𝑋𝑖;  𝑌𝑖)𝑔𝑛, 𝑖 = 1. The standard deviation of these 

discrepancies is used to standardize the score. Features that provide high values for this score are given 

higher priority than those that produce low values (Alpaydın, 2010). The important features selected 

using Random Classifier in our study where age, total loan amount and monthly income. 

3.14 Label Encoding/Transformation 

Machine learning models require all data to be transformed into a numerical format and most of the 

datasets contained some non-numerical values. The encoding process used was Label Encoder from 

sklearn which encodes all the categorical variables into integer values. All non-numerical data except 

“nan” values were transformed into numerical abstract/dummy values. 

 
3.15 Final Dataset after EDA 

The final dataset after pre-processing remained with 5012 observations and 11 features, as on figure 

10 below 

 

 
 

Figure 10 Final Dataset after EDA 

3.16 Class Imbalance 

The distribution of the two classes default and non-default in our dataset is unbalanced. where just 5% 

of the data is classified as class 0 (default) and 95% of the observations are classified as class 1 (non-

default). Because of how the majority class will affect the minority class, the minority class will not be 

identified. When fitting the model to the training dataset and predicting classes to the testing dataset, 

data balancing techniques are used. 



26  

 

Figure 11 Proportions of Dependent Variable before SMOTE and after SMOTE 

 

3.16.1 Synthetic Minority Oversampling Technique 

To balance the data, oversampling techniques reproduce the observations from the minority class. The 

identical observation is however added to the original data to create overfitting, which results in high 

training accuracy but low accuracy over testing data. In contrast, the majority of classes are excluded 

using the under-sampling techniques to rebalance the data. The training data loses essential information 

from the majority class when observations are removed (ElMasry, 2019). SMOTE locates random points 

among each minor observation's closest neighbors and creates new minor observations using boosting 

techniques. The overfitting issue will no longer occur because the new data are not identical to the old 

data, and we did not want to lose the same or more information as we would with under-sampling 

techniques (Chawla et al., 2002). 

 
 

Figure 12 Under-Sampling and Over-Sampling (By Zhu, Leon) 

3.17  Evaluation Metrics 

Evaluation of the model is a very important step in developing a machine learning model as it allows 

you to evaluate, compare, and qualify how well a model performed. The evaluation metrics used in our 

test dataset for this study were accuracy, precision, recall, F1 score, and AUC ROC. 
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Accuracy 

Its definition states that it is the ratio of accurately anticipated observations to all observations. 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐓𝐍 + 𝐅𝐏 + 𝐅𝐍
 

True Positive (TP)-Number of cases correctly identified as the default 

True Negative (TN)- Number of cases correctly identified as not default 

False Positive (FP)-Number of cases incorrectly identified as the default   

False Negative (FN)-Number of cases incorrectly identified as not default   

Precision 

Defined as the measure of observations that were correctly predicted by our model over the correct and 

incorrect predictions. 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
 

Recall 

Defined as the measure of observations that were correctly predicted by our model over the total amount 

of prediction 

𝐑𝐞𝐜𝐚𝐥𝐥 =
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
 

F1 Score 

Is being used to combat prioritizing one score over the other, it strikes a balance between recall and 

precision score. 

𝐅𝟏 𝐒𝐜𝐨𝐫𝐞 =
𝟐 ∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 ∗ 𝐑𝐞𝐜𝐚𝐥𝐥

𝐑𝐞𝐜𝐚𝐥𝐥 + 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧
 

AUC ROC 

Area Under the Curve Receiver Operating Characteristics is the most significant evaluating metric 

which can be used to see how well a classification model is performing. 
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CHAPTER FOUR  

RESULTS AND DISCUSSION 

 
4.1 Factors Influencing Borrower’s Loan Defaulting by Applying Machine Learning 

The factors which were obtained from Commercial Bank include gender, marital status, total loan 

amount, birth date(age), default, monthly income, the purpose of the loan, physical address region, 

installment count (tenor), nationality, education, and profession. Random Forest Classifier was used to 

select the appropriate factors influencing personal loan default in the bank. The importance of features 

differs as shown in Figure 13  

 

Figure 13 Three Features Selected Using Random Forest Classifier 

 

4.1.1 Descriptive Analysis 

The study included a total of 5012 borrowers involved, with 4727 (94%) of them being non-defaulters 

and 285 (6%) being defaulters. Borrowers who took a loan at an age between 36-64 were defaulted by 

86 percent time compared to other age groups. The majority of defaulted borrowers who had a monthly 

income of 100,000 to 1,000,000 Tanzanian Shillings, were defaulted 94.7 percent. When compared to 

borrowers who took a total loan amount of below 1,000,000 TZS, borrowers above that amount were 

defaulted by 90.5 percent. Table 2 below summarizes the findings 

Table 2 The Distribution of the Sample According to Selected Features and Default Status 

 DEFAULTS 

Age-Group Default(%) Not-Default(%) 

   

18 - 35 11.2 13.2 

36 - 65 86.0 83.7 

Above 65 2.8 3.1 

   

Monthly Income   

Below 100000 TZS 1.8 1.7 

100000 TZS - 1000000 94.7 95.3 

Above 1000000 TZS 3.5 3.0 

   



29  

Total Loan Amount   

Below 100000 TZS 0.7 1.0 

100000 TZS - 1000000 8.8 8.3 

Above 1000000 TZS 90.5 90.8 

   

Purpose of the Loan   

Purchase of Personal Consuming Produc

ts 36.5 
38.1 

Working Capital 27.5 25.7 

Construct 26.2 27.3 

Syndicated Loan 9.5 8.2 

Development 0.2 0.4 

Others 0.1 0.3 

   

Gender   

Female 30.0 36.3 

Male 70.0 63.7 

   

Profession   

Employed 98.0 95.4 

Self-Employed 2.0 4.6 

   

Marital Status   

Married 31.4 37.0 

Single 65.1 61.2 

Divorced 3.5 1.8 

   

Education   

Education 98.2 98.9 

No Education 1.8 1.1 

   

   

Tenor   

0-25 30.5 57.4 

26-51 66.2 41.1 

52-77 4.3 1.5 

 

4.1.2 Multivariate Regression 

Table 3 below results show that borrowers who are divorced are statistically significant, with an odds 

ratio of 0.11. Borrowers who are male have a statistical significance of 5%, the odds ratio is 0.01. The 

results on profession imply that employment is statistically significant at a 10% level of significance, 

and the odds ratio is 0.05. The factors monthly income, total loan amount, and age are statistically 

insignificant. The table below summarizes the results 

Table 3 Multivariate logistic regression model of factors associated with defaulting status 

Defaults Coef. Std. 

Err. 

Odds 

Ratio 

P>z [95% 

Conf. 

Interv

al] 
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Marital status       

Married -

.01290

9 

.00739

81 

.77751

85 

0.0

81 

-

.02741

25 

.00159

45 

Divorced -

.25331

85 

.07339

34 

.11414

31 

0.0

01 

-

.39720

18 

-

.10943

52 

       

Gender       

Male .01333

17 

.00689

57 

.01333

17 

0.0

49 

-

.00018

7 

.02685

03 

       

Profession       

Employed .05243

3 

.02221

02 

.05243

3 

0.0

10 

.00889

12 

.09597

47 

       

Monthly_Incom

e 

      

100000 TZS - 

1000000 TZS 

.00279

23 

.02528

96 

1.0427

59 

0.9

12 

-

.04678

64 

.05237

09 

Above 1000000 

TZS 

-

.00731

06 

.03134

92 

.87769

99 

0.8

16 

-

.06876

87 

.05414

75 

       

Total_Loanamo

unt 

      

100000 TZS - 

1000000 TZS 

-

.02703

17 

.03517

19 

.57832

17 

0.4

42 

-

.09598

4 

.04192

07 

Above 1000000 

TZS 

-

.02156

58 

.03340

87 

.63824

22 

0.5

19 

-

.08706

15 

.04392

99 

       

Age_Group       

36 - 65 -

.00183

89 

.01058

03 

.96904

78 

0.8

62 

-

.02258

09 

.01890

3 

Above 65 .00743

47 

.02164

09 

1.1550

7 

0.7

31 

-

.03499

11 

.04986

04 

4.2 Developing a Machine Learning Model for Prediction of Loan Default 
 

To train the selected ML algorithms by using the dataset from the commercial bank, three features were 

selected using an extremely random tree classifier, then they were fitted to the three ML algorithms RF, 

KNN, and Gradient Boosting for predictions. Machine learning metrics were used for evaluations to 

find the best combination of features in determining the relationship between factors of borrowers and 

their associated loan default.  
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4.2.1 Training K-NN Algorithm Using Commercial Bank Loan Dataset 

 
In training K-NN, the selected important features were added to the algorithm and then evaluated. Table 

4 shows various evaluation metrics for the K-NN algorithm for the three features. The three features total 

loan amount, age, and monthly income were fitted to the K-NN model. 

Table 4 Evaluation Metrics for K-NN 
 

Model Name Accuracy Recall Precision F1-Score 

K-Nearest Neighbor 71 78 68 70 

The results shown in table 4 the accuracy, recall, precision, and F1-Score are presented in percentage. 

Figure 14 shows that the AUC- ROC is 79 percent.  

 

Figure 14 ROC Curve for K-NN 

 

4.2.2 Training Gradient Boosting Using Commercial Bank Loan Dataset 

 
In training GB algorithms, features were added according to their order of importance. The GB 

algorithm was fitted with three features. The first was age, monthly income, and total loan amount. After 

fitting GB with the features, metrics scores were found as indicated in table 5 below. 

 

Table 5 Evaluation Metrics for Gradient Boosting 
 

Model Name Accuracy Recall Precision F1-Score 

Gradient 
Boosting 

70 79 62 67 

The results shown in table 5 the accuracy, recall, precision, and F1-Score are presented in percentage. 

Figure 15 below shows that the AUC- ROC is 79 percent.  
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Figure 15 ROC Curve for Gradient Boosting 

4.2.3 Training Random Forest Algorithm Using Commercial Bank Loan Dataset 

The RF algorithm was fitted with three features during training. The first was age, monthly income, and 

total loan amount. After fitting RF with the features, metrics scores were found. The evaluation metrics 

used were Accuracy, Precision, Recall, F1-Score, and AUC-ROC as indicated in table 6. The result 

indicates that as features increase the score of evaluation metrics increases. 

Table 6 Evaluation Metrics for Random Forest 
 

Model Name Accuracy Recall Precision F1-Score 

Random Forest 84 85 82 84 

From the table above are the results of evaluation metrics for a random forest classifier in percentage. 

The figure 16 below, we observe that the Area Under the Receiver Operating Curve (AUC ROC) is at 

a score of 91%.  

 

Figure 16 ROC Curve for Random Forest 

 



33  

 

4.3 Comparison of Machine Learning Model Performance 

 

To find the best baseline model the three machine learning algorithms were compared using 

performance metric accuracy, recall, precision, ROC AUC and F1-Score as shown in figure 17 

 

Figure 17 Comparison of all Models 
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CHAPTER FIVE 

 

SUMMARY, CONCLUSION, AND RECOMMENDATION 

5.1 Summary of Findings 

The project aimed to learn insight into the applicability of machine learning algorithms for 

individual credit risk assessment on loan default on a Tanzania Commercial bank. With a broad 

goal of enhancing the use of machine learning algorithms, purposely for improving early loan 

application evaluation at the time a customer applies for a loan. 

The findings are presented in an order of the study objectives which are to find borrower’s 

variables that can predict loan default design a machine learning model that can be used to early 

predict loan default and to assess which model was most effective at doing so. 

The findings correspond to the factors that influence loan default using Random Forest were age, 

monthly income, and total loan amount, the findings correspond to the study (Ngimbwa, 2020). 

Figure 13 shows that the importance of the features differs as age has the highest importance 

followed by total loan amount and monthly income respectively. The borrowers who have aged 

above 65 have the least chance of defaulting as most of them have settlements in business and 

life, compared to the borrowers who have aged below 65 as the majority of them still struggling 

with establishing businesses and still have less exposure to handle businesses. The findings on 

monthly income indicate that borrowers with a monthly income between 100,000TZS to 

1,000,000TZS have the highest chance of defaulting compared to those who have above that, due 

to the factor that the monthly income have to have other expenses in their daily life such as rents, 

transportation, and other basic needs. Borrowers who took a total loan amount from 100,000 TZS 

and above have higher chances of defaulting this can be because some get tired of returning the 

loan for a higher range of time which may lead to loan default.  

Findings of the factors influencing loan default using multivariate logistic regression in Table 3 

were gender, marital status, and profession, it shows that males have a positive coefficient by 

holding all other factors constant, and the odds ratio and the significance level of 5% show that 

male borrowers are 0.01 times more likely to default on a loan. The borrowers who are employed 

have a positive coefficient of 10% level of significance and the odds ratio indicates that they are 

0.05 times more likely to default on a loan. The divorced borrowers imply that borrowers are 0.11 

times less likely to default and have a negative coefficient at the 1% level of significance. 
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The study has adapted techniques of machine learning and the model was trained using three 

algorithms namely K-NN, Gradient Boosting, and Random Forest. Findings corresponding to K-

NN from table 4 mean that the classifier was correct in 68 percent of the cases it predicted as loan 

default. A recall score of 78 percent, on the other hand, represents the proportion of borrowers 

who were classified as default by the classifier. The harmonic mean of recall and precision is 70 

percent for the F1 score. The closer the F1 score gets to 1, the better the model's performance. 

The 73 percent accuracy means that the model correctly predicted 73 percent of the cases as default 

or not default. Figure 14 shows that the AUC- ROC is 79 percent, which means that K-nearest 

neighbors have a 79 percent success rate.  

From table 5 the findings corresponding to Gradient Boosting, show that the precision of the 

gradient boosting classifier is 62 percent, this implies that the classifier was correct in 62 percent 

of the cases it predicted as default. A recall score of 79 percent, on the other hand, represents the 

proportion of borrowers who were classified as default by the classifier. The harmonic mean of 

recall and precision is 67 percent for the F1 score. The closer the F1 score gets to 1, the better the 

model's performance. With a 70 percent accuracy rate, the algorithm correctly predicted 71 

percent of the cases as default or not default. Figure 15 shows that the (AUC-ROC) is 79 percent, 

which means that the gradient boosting’s performance is at 79 percent.  

In table 6 we observed the findings for the Random Forest classifier has a precision of 82%. It 

illustrates that 82% of the cases that the classifier predicted as defaulting were correct. A recall 

score of 85% on the other hand, is the proportion that the classifier has picked borrowers who 

were classified as default. The F1 score of 84% is the harmonic mean of recall and precision 

score. F1 score approaching 1 the better the performance of the model. The accuracy of 84% tells 

us the model accurately predicted 84% of the cases as either default or not default. We observe 

in figure 16 that the Area under the Receiver Operating Curve (AUC ROC) is at a score of 91%. 

This indicates that the performance of the random classifier is at 91%. 

In figure 17, we compared the model by their evaluation metrics and performance measurement, 

we observed the best-performed model is the Random Forest since it out-performed K-NN and 

Gradient Boosting by having the highest evaluation metrics score, the scores were 84%, 82%, 

85%, 84%, and 91% for accuracy, precision, recall, F1-score, and AUC ROC respectively. These 

results coincide with the study conducted by (Chang, 2019), who used four machine learning 

algorithms and RF had the highest accuracy of 70% in predicting loan default. Also, the study of 
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(Madaan et al., 2021) used a Decision tree and RF, where RF had a higher accuracy of 80%. 

5.2 Conclusion 

This study was carried out to develop a machine learning model for early prediction of personal 

loan defaulting before the provision of a loan to the loan applicant. The development and 

deployment of this technology are important in the banking sub-sector of Tanzania to enable 

banks to identify potential borrowers and their willingness to pay back the loan. Although loan 

officers can perform loan evaluation activities with great success, sometimes he/she may become 

biased toward loan applicants, get tired, or do it with minimum evidence and cause wrong 

assessment. To lessen errors and workload to loan officers, machine learning model solutions in 

loan application assessment are very important.  

 

By comparing multivariate logistic regression which was used to check the factors influencing 

loan default, the study findings indicate that random forest achieves high performance in 

classifying whether a borrower will default or not before taking the loan. The study found that 

age, monthly income, and total loan amount can be used to predict in an early stage that the 

applicant will default. It enables accurate and quick results in loan assessment as compared to 

manual or statistical evaluation processes. The use of this model will require a little human 

intervention in data input as well as interpreting the results. This will save time and intensive work 

for loan officers in identifying the potential customer and by doing so banks will reduce operating 

costs and increase profits. 

 

The study contributes a machine learning model which will be used by bank loan risk analysts such 

as loan officers to assess loan defaulting. Analysts will know whether a customer will be able to 

repay the loan or not before the provision of the loan, this will make them provide appropriate 

action or advice to the management. The model will enable individuals to make predictions on 

whether they will default before consulting banks for a loan. Therefore, conducting this work is 

of significance to individuals, government and banking sub-sectors. 

 

5.3 Suggestions 

The study reveals the importance of using machine learning in the financial sector, particularly in 

the banking sub-sector for early identification of loan applications that might default. The 

implementation of the model will help bankers in identifying potential customers. This is because 

the model identified in this study tends to concentrate on the properties of safer borrowers about 
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his/her credit history and other borrowers, resulting in the reduction of losses due to the provision 

of bad debt. The reduced losses will increase profits for banks leading them to increase the 

provision of financial services to the society, even at a lower rate, and improve the standard of 

living of people in Tanzania. 

 

Although the study managed to achieve its objectives successfully, it is far from drawing a 

generalization in the field (practical) manner due to some factors. For example, the use of a single 

banking institution and gathered dataset has the least reflection of banking sectors' behavior on 

credit risk management in Tanzania. In addition, the credit risk defaulting factor (dependent 

variable) can be affected by extraneous variables such as the survival probability of customers 

and financial literacy, which are not included in the dataset. 

 

Despite the listed challenges of the study, it is evident that this study will pave the way for credit 

assessment of the banking financial sub-sector in Tanzania. Scholar of this study believe that the 

study will provide a wide view to banks on what to care about in ensuring effective provision of 

credit services and the smooth transition to the use of machine learning in credit risk assessment. 

 

The study also suggests that banks should observe the quality of data being shared to help 

researchers build models that will perform well and should have systems that have built-in 

information which bankers can input customer information rather than type into the system which 

has proved to have erroneous in some information which were entered with a different keyword 

such as the Physical Address where there were more than 5 different inputs for Dar Es Salaam, 

features such as age there should be a built-in calendar, for numerical features such as total loan 

amount and monthly income a range should be provided with an exact input for the amount since 

there is an entry for a monthly income of a customer of more than Trillion Tshs. 

 

In the future researchers may focus on increasing the size of the dataset, and parameters and 

retrain the model to attain proximal performance. This is because classical machine learning 

models require a high-dimensional dataset. Researchers may consider using other machine 

learning models such as deep learning to find out their performance with credit rating datasets in 

the banking sector of Tanzania. After obtaining a high-performance model the deployment could 

be done on mobile applications to enable society at large to conduct credit self-assessment. 
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