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Abstract  
Pneumonia causes death every year worldwide, especially under five-year-old children 15 percent 

of death are accounted for it. Chest x-rays are primarily used for the diagnosis of pneumonia 

disease. However, there is a low number of trained radiologists. It is a challenging task to examine 

chest x-rays when there is a high number of patients, particularly in the sub-Saharan region. There 

is a need to improve the diagnosis accuracy and reduce radiologists' caseload. In this work, an 

efficient and generalizable model for the detection of pneumonia trained on chest x-ray images 

was developed. It could support radiologists in their decision-making process. A modern approach 

based on convolutional neural network (CNN) and DenseNet201 pre-trained models were used to 

solve this problem. Both methods are supervised learning approaches in which the network 

predicts the result based on the quality of the dataset used. Data augmentation techniques were 

used to augment the training dataset in a more balanced way. DenseNet201 model outperformed 

the CNN model. Finally, the model is evaluated with F1-score as it helps to bring balance in case 

there is a class imbalance. The final DenseNet201 model achieved an F1-score of 95.59 on the 

unseen data from the Guangzhou Women and Children’s Medical Center pneumonia dataset and 

was able to generalize better to different data with an F1-score equal to 94.29 on patients with age 

less than 30 in the National Institute of Health (NIH) chest x-ray image dataset. The developed 

model is generalizable to new data, especially at young ages. Therefore, it can be used for a 

pneumonia diagnosis and can reduce the caseload for the radiologists.  

Keywords: pneumonia; chest x-ray images; convolution neural network (CNN); DenseNet201; 

computer-aided diagnostics  
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Chapter 1: Introduction  

Pneumonia is an acute inflammation of the lower respiratory tract and limits patients to breathing 

sufficient oxygen to reach the bloodstream. In addition to that, it is caused by viruses, bacteria, or 

fungi. [1] It is transmitted through airborne droplets from cough or sneezing, through blood 

especially during or after birth. The symptoms of pneumonia are cough or difficult breathing, 

fever, sweating and shaking chills, fatigue, chest pain, Nausea, vomiting or diarrhea, and 

confusion. [2] [3] And the most susceptible are children with not a well-developed immune 

system, malnourished, who come from poor families, hungry, and who live in the least developed 

or overpopulated areas [4] ,  for adults smokers are most susceptible. [5]  

Pneumonia is the leading cause of death worldwide, especially in children under 5 years old who 

account for 15 percent. [4] Developing countries have much more cases for instance in Rwanda 

19 percent of death in children are due to pneumonia. [6] [7] WHO has also taken this issue 

seriously and aims to reduce pneumonia mortality in 2025, especially in children under 5, to less 

than 3 per 1,000 births. [4]  

Traditionally pneumonia is diagnosed with different exams such as medical history, physical 

exams, chest x-ray to examine the presence of lung inflammation, blood tests, pulse oximetry, 

blood oxygen tests, sputum tests, polymerase chain reaction (PCR) test, computed chest 

tomography (CT) scan to examine how much of lungs affected. [8] Chest radiology x-ray tests are 

considered the gold standard for diagnosing pneumonia. [9]  

A chest radiology exam requires a radiologist expert to read and interpret the image. Nevertheless, 

developing countries like Rwanda and others do not have enough human resources in the health 

sector, especially experienced radiologist experts to interpret chest x-ray images. For instance, in 

Rwanda ratio of health professionals compared to all populations in 2011 was 0.72 per 1000. It is 

lower than the ratio recommended by WHO 2.3 per 1000. [10] There is also a low number of 

radiologists experts in Africa for example in 2015 was reported that in Rwanda there were only 11 

radiologists trained abroad. [11]  

Pneumonia is a social problem, with a high death rate, and a high caseload for radiologists, and 

the traditional way of treatment has not solved the problem as desired. There is a need for 

technology to improve traditional methods and to support the low number of radiologists. Machine 
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learning models can support and improves treatment. [12] We used a Convolutional neural 

network and deep learning models to diagnose pneumonia through chest x-ray images. Machine 

learning techniques are very useful nowadays in medical imaging especially convolutional neural 

networks and deep learning models to solve several problems in healthcare.  

Convolutional neural networks are flexible models to extract features from images. [13] Pranav 

Rajpurkar et al reported that they developed an algorithm that exceeds practicing radiologists. [14] 

Stephen et al also used Convolutional Neural Network (CNN) to identify the presence of 

pneumonia in x-ray images. [15] And others used deep learning pre-trained models to detect 

pneumonia from chest x-ray images. Previous researchers have tried to solve the problem using 

different methods. [16] [17] But most of them focused on part of the training model and have not 

reported on model generalizability to different data.  Assessing how the model predicts unseen 

data is critical especially in healthcare applications as the model intends to be used in human life.  

The contribution of our research is to use a convolutional neural network and pre-trained model to 

detect pneumonia through x-ray images as inputs that can generalize well to new data. Different 

methods were applied to reduce overfitting. Images from another dataset different from training 

data were used to validate the generalizability of the model to new data, for it is important to learn 

the stability and generalizability of the model so that the success and limitation of the model may 

be known. We used interpretability approaches such as saliency map to assess model robustness, 

by inspecting what the model relies on to classify.   

The output of the research will be an automated computer-assisted system that will help to detect 

pneumonia from x-ray images and will help to speed up the medical diagnosis of pneumonia 

diseases, reduce diagnosis time and increase the efficiency and reliability of pneumonia diagnosis. 

The result or product of the research can be used in hospitals as most hospitals have radiology 

machines. For example, in Rwanda, all district and referral hospitals have radiology x-ray 

machines in a total of 60 various hospitals. [11] Therefore, the research product will be an added 

value and will transform medicine from the traditional way of pneumonia diagnosis to the modern 

way of technology which is an automated computer-assisted system in line with Rwanda's national 

target for 2019-2020 in healthcare was to empower healthcare workers to incorporate technology 

to diagnose and treat diseases. [18]  
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The pre-trained DenseNet201 model outperformed the convolutional neural network (CNN) 

model. With the DenseNet201 model we achieved an F1-score of 95.59 to classify normal and 

pneumonia patients, the false-negative was low, with only 11 people out of 390 in the test set, it 

was also able to generalize better to a new data with an F1-score of 86.28 and on patients with age 

less than 30 with F1-score 94.29. Age is an important factor influencing model performance. 

Therefore, the model is reliable to deploy to new data, especially for younger ages. By changing 

the threshold to the higher boundary and lower boundary at a range with no false positive and false 

negative, the model could reduce the caseload of the radiologist by 55 percent.   

CNN model achieved an F1-score of 94.74 to classify normal and pneumonia patients, the 

falsenegative was low, only 12 people out of 390 in the test set, it was also able to generalize better 

to a new data with an F1-score of 86.28 and on patients with age less than 30 with F1-score 91.75. 

Age is an important factor influencing model performance. Therefore, the model is reliable to 

deploy to new data, especially for younger ages. By changing the threshold to the higher boundary 

and lower boundary at a range with no false positive and false negative, the model could reduce 

the caseload of the radiologist by 45 percent.  

1.1.  Research objectives  

Our main objective is to detect pneumonia with chest x-rays images using machine learning 

techniques. These are specific objectives to achieve the main one. Firstly, to train a model to 

identify chest x-ray images from patients with pneumonia against healthy ones. This means that 

we want a trained model that can detect whether the images are pneumonia or not. Secondly, to 

compare a convolutional neural network (CNN) with a pre-trained model and also to learn 

boundary probabilities where the model makes the right prediction with no false predictions. So 

that the radiologists may intervene if the model is not sure but if the model is sure there would be 

no need for intervention. It will help to reduce the caseload of radiologists. Thirdly to transfer a 

trained model to different data to learn the generalizability of the model. The model able to do that 

is more reliable and more likely to be deployed in real life.  

These are the research questions that will help us to achieve our objectives when answered. Firstly, 

does the trained model detect pneumonia efficiently? secondly, does the CNN model have better 

accuracy than pre-trained models, and at which range of prediction probabilities does the model 
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make the right prediction? Thirdly does the model generalize better to new data? when does the 

model generalize better?   

The rest of this work is organized as follows. Chapter 1 deals with the background of the research. 

Chapter 2 deals with some related work. In Chapter 3, we describe our proposed methods. Chapter 

4 presents some results obtained using our proposed models and interpreting the results. Chapter 

5 includes a discussion of the findings. The conclusion and recommendation are given in the last 

section.  

 1.2. Definition of terms  

Learning Rate: It is a tuning parameter in an optimization algorithm that determines the step size 

at each iteration while moving toward a minimum loss function.  

Epoch: This is a hyper-parameter that determines how many times the learning algorithm will 

work throughout the training set.  

Batch size: Batch size is a hyper parameter that determines the number of samples to process 

before updating the internal parameters of the model. 
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Chapter 2 Background:  

2.1. Background of convolution neural network  

2.1.1. Neural Network  

Neural networks (NNs) are a collection of connected units called nodes and layers to process data 

and produce results in the desired form. The concept itself is inspired by the human brain as 

neurons of the human brain also process the amount of information and understand the 

information. [19] Neural networks have an incredible capability to extract meaning from complex 

or unspecific data, NNs can be used to extract patterns and detect trends too complex to be 

examined by humans or other computing techniques. Neural networks are composed of three parts 

which are input, hidden, and output layers.  

Input units are raw information fed into the neural network and are mostly called the input layer. 

The second is the hidden layer which applies weights to the inputs and performs nonlinear 

transformations. The third unit is output which is the output according to the input and hidden 

layer. Convolution neural networks are extensions of neural networks. 

  

Figure 1: Neural network 

2.1.2. Convolutional neural network  

A convolutional neural network (CNN) is a sub-class of neural networks built of a convolutional 

layer, pooling layer, softmax layer, and final output. CNN has two main parts. The first part is 

Feature Extraction which helps to extract, separate and identify various features of the image. It 

consists of convolutional and pooling layers. The convolutional layer each holds a collection of 

filters, and kernels, which are rectangles of numbers. The pooling layer examines the elements 

that form an input block, calculates only one of those values, and stores that single value as output 

instead of all of the input elements.   
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The most common use of the pooling layer is to reduce the size of its input. Batch normalization 

was used as regularization on each batch of data, and resulted in an average of 0 and a standard 

deviation of 1 to reduce weights from growing too large. The dropout rate helps to reduce 

overfitting as dropping out some nodes according to the dropout rate from the neural network. The 

second part is the fully connected layer that uses the extracted features to predict the image class 

using the activation function such as softmax, sigmoid, relu, and hyperbolic tangent (tanh). [20]  

  

Figure 2: Convolutional Neural network structures 

2.2.  Transfer learning background  

Transfer learning is machine learning that focuses on storing knowledge gained in solving a 

problem and using that knowledge to different but related problems. [21] For instance, knowledge 

of classifying cars could apply to classify motorcycles, and in daily life learning to play guitar can 

facilitate learning to play piano, and learning mathematics can facilitate learning statistics. The 

use of transfer learning is motivated by the fact that people can use knowledge learned in previous 

problems or situations to solve new problems better and faster. [22] Transfer learning improves 

the prediction especially when the dataset is small. [23] For such cases using a pre-trained model 

trained in big datasets could improve classification performance.  

These are three major structures of transfer learning. The first type is ConvNet as a fixed feature 

extractor where we use ConvNet pre-trained model, only remove the last fully connected and train 

only the last fully connected layer for classification and prediction. The second way is to train only 

the last few convolutional neural networks and fully connected layers. The third type is to predict 

or classify using a pre-trained model without any training. In our case, the first type was used.  
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2.2.1. DensNet201  

A dense convolutional neural network (DenseNet) is a pre-trained model with the structure of 

connecting each layer to every other layer in a feed-forward way which means that feature maps 

of all previous layers are inputs to all following layers. DenseNet has the following advantages 

compared to other models, they reduce the vanishing gradient problem, Enhances the spread of 

features, encourage the reuse of features, and reduce considerably the number of parameters. [24] 

We wanted to compare CNN built from scratch and pre-trained to learn the best model in terms of 

performance metrics and generalizability. DenseNet201 was chosen for it was outperforming other 

models in the previous work [16], And its strengths in reducing vanishing gradients problems.  

Input                                                                                                                             Prediction  

 
Figure 3: DenseNet201 

DenseNet201 is composed of the input layers, convolutions, three dense blocks, and transitional 

layers that contain batch normalization, with one by one global average pooling (GAP), one by 

one convolution layer, and with stride made of two. [25]   

2.3 Performance Metrics  

In classification, we need a classifier to measure the success of the model. There are several 

classifier estimates those are accuracy, F1-score, recall, precision, and confusion matrix. Accuracy 

is the percentage of the total number of correctly classified compared to the total number of 

subjects. Though the accuracy is not always the most suitable metric especially when there are 

imbalanced data, sometimes is biased toward the majority class. Therefore, other metrics will help 

to understand better the model performance as a compliment.  

Accuracy = (𝐭𝐨𝐭𝐚𝐥 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐜𝐨𝐫𝐫𝐞𝐜𝐭𝐥𝐲 𝐜𝐥𝐚𝐬𝐬𝐢𝐟𝐢𝐞𝐝)/( 𝐭𝐨𝐭𝐚𝐥 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐬𝐮𝐛𝐣𝐞𝐜𝐭𝐬).   

Precision is the percentage of true positive compared to all predicted positive and also called 

positive predictive value, Precision= 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃).  

The recall is the rate of true positive compared to all actual true positive and also called sensitivity.  

Recall= 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃). F1-score is the harmonic mean of precision and recall, it brings balance 

between recall and precision. F1-score= (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙)/(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙) ∗ 2  

                          

Pneumonia  

or Normal   
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A confusion matrix is a tabular representation of actual versus predicted values that contain true 

positive, true negative, false positive, and false negative. True positives (TP) are defined as the 

number of positive cases that were predicted positively. True negatives (TN) is the number of 

negative cases that were predicted negative. False positives (FP) are the number of negative cases 

that were predicted positively. False negatives (FN) are the number of positive cases that were 

predicted negative. And threshold as decision boundary probability to classify the groups.    

Table 1: Confusion Matrix 

Status  Predicted Negative  Predicted Positive  

Actual Negative  True Negative  False Positive  

Actual Positive  False-negative  True Positive  

2.4.  Saliency maps  

The saliency map: is a CNN visualization technique that helps us to recognize the area CNN is 

looking at, at the time of classification and highlight that area where the pixels are most 

contributing to predicting a particular class. A saliency map is the derivative of the class score in 

respect of the input image. Saliency maps help to diagnose the failure of the model. (Selvaraju et 

al., 2020) There are different techniques of visualization among them are Gradient-based 

backpropagation, deconvolutional networks, guided backpropagation algorithm, class activation 

maps, Grad-CAM, and guided Grad-CAM. We used Grad-CAM to visualize the pixels where a 

model is focusing to predict pneumonia or normal. Grad-CAM is Gradient-weighted Class 

Activation Mapping to visualize saliency map. The formula of Grad-CAM.  

  

∑𝑖𝑗 Summing of all elements of the k activation map.  𝛼𝑘𝑐 is the importance of feature map k for 

class c. Z is some normalization.  is the i,j element of the k activation map of the last activation 

layer. 𝜎𝑦𝑐 is the logit for class c.   

𝐿𝐺𝑟𝑎𝑑 − 𝐶𝐴𝑀 = 𝑅𝑒𝐿𝑈(∑𝑘 𝛼𝑘𝑐 𝐴𝑘)  

We computed the gradient of the logits 𝑦𝑐 of category c concerning the activation maps of the last 

convolutional layer, and average the gradients in each feature map to give us a score of importance.  

After feature maps are combined and applied ReLU activation to its total.   
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Chapter 3: Related work   

Previous related works have tried to solve this problem by using different methods and techniques. 

Traditional pneumonia is diagnosed by radiologists examining the chest x-ray images and 

computed tomography in case there is a complication. [9]  

Stephen et al used a convolutional neural network (CNN) to identify the presence of pneumonia 

in x-ray images and reported a training accuracy of 0.94814. But test metrics were not reported to 

assess the overfitting of a model and its stability. [10] Hashmi and others used different pre-trained 

deep learning models such as ResNet18, DenseNet121, InceptionV3, Xception, and MobileNetV2 

to detect pneumonia from x-ray images, but they didn't report on sensitivity analysis, model 

stability, and model generalizability to new data. [16] Elshennawy and Ibrahim developed the 

model with ResNet152V2 and MobileNetV2, a Convolutional Neural Network (CNN), and a Long 

Short-Term Memory (LSTM) and reported ResNet152v2 was outperforming others.   

However, metrics on the test set were not reported to validate the model generalizability to 

different images not used in training. [17] Hussain and others used the MobileNet deep learning 

model reported that is good for constrained resources devices and achieved a higher training 

accuracy of 99.1%. Yet test metrics were not reported. [26] Training accuracy does not show any 

information about model generalizability to new data. It is possible to attain higher training 

accuracy while models make worse predictions to other data. El Asnaoui and others used Deep 

Convolutional Neural Network (DCNN) architectures for binary classification of pneumonia 

images and different pre-trained model such as VGG16, VGG19, DenseNet201, 

Inception_ResNet_V2, Inception_V3, Resnet50, MobileNet_V2 and Xception, and Resnet50 had 

higher accuracy compared to others with training accuracy of 96.61 percent and F1-score equal to 

96.67. They reported training accuracy only without comparing it with test metrics to learn if the 

model overfitted. Therefore, they missed part of model generalizability to new data. [13]  

There are other similar related works where CNN or pre-trained model was used to classify chest 

x-ray images into more than two groups for instance to classify them into normal, pneumonia, or 

covid-19. And to localize the areas of infection in the thorax by using a transfer learning model, 

and an average accuracy of 0.97 was achieved [27]. To classify Chest x-ray images of patients into 

4 classes normal, pneumonia, tuberculosis, and Covid-19 at an accuracy of 98.9 percent by using 

the DenseNet-161 pre-trained model and to classify the severity of Covid-19. [28]  
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And to classify x-ray images into three classes viral, bacterial pneumonia, or Normal, and visualize 

the areas of infection by using a deep learning approach. [29]  

Convolution neural network has also been used in other medical image disease detection and 

classification. [30] Because of its capability to extract and select information such as edges, colors, 

and textures in an image. [31] It has also been used in breast cancer detection. [32] [33] dental 

image diagnostics. [34] Brain tumor classification [35], and many others. The pre-trained model 

has performed with higher accuracy than a convolutional neural network built from scratch 

because of its strong feature extraction, especially for a model built on a small dataset.  
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Chapter 4: Data Exploration  
4.1. Data Sources  

We used public datasets hosted by Kaggle online data science platform. [36] Dataset has 5,863 

chest x-ray images with a position view of anterior-posterior. [37] In a dataset, there are 2 

categories pneumonia and normal. Data were collected from Guangzhou Women and Children's 

Medical Center.  Methods of retrospective cohorts of pediatric patients one to five years old were 

used to collect images. The data were pre-cleaned before, by removing images with low quality, 

and the diagnosis of images was rated by two expert physicians and checked by the third expert as 

an evaluator. This assures the quality of data used to train a model.  

We used also the second dataset that serves as validation to validate the model performance. 

Dataset is called NIH Chest x-ray and is comprised of 112,120 x-ray images with disease labels 

from 30,805 unique patients. [38, 39]  Not all images in the dataset were used, only samples of 

images were used. The process and basis of selection are explained in detail in the sections ahead.  

4.2. Data Exploration  

4.2.1. Training Dataset  

Table 2: Dataset folder 

Dataset  Train set  Validation set  Test set  Total  

Number of images  5216 (89.07 %)  16 (0.27 %)  624 (10.65 %)  5856  

The data were divided into training with 89.07 percent of total images, test with 10.65 percent of 

total images, and validation set with 0.27 percent of total images. Train and validation datasets 

were combined to make a train set. For model validation, a different dataset was used there was 

no need to duplicate the process.   

4.2.2. Class representation  

Table 3: Class representation 

Category  Normal  Pneumonia  The ratio of Normal to Pneumonia  

Images  1341  3875  1 to 3  

There is a significant difference in the number of pneumonia images from normal images with the 

ratio of normal to pneumonia images equal to 1 to 3. Therefore, there is a class imbalance. Class 

imbalance sometimes brings some complications to the model to generalize on the new data. When 

there is a class imbalance model makes a better prediction for the majority class but fails for the 
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minority class, as it has only a few instances of minority classes. This was taken into consideration 

by applying methods to reduce the effect of class imbalance.  

  

Figure 4: Class Distribution 

4.2.3. Image representation  

   

Figure 5: Normal images 

  

Figure 6: Pneumonia Images 

The image of pneumonia shows a much lighter area than normal images which might be fluid in 

the lungs as a chest x-ray test helps to show fluid in the chest as a presence of pneumonia. The 

figure above is a sample representation of images, used to build a pneumonia detection model, by 

inputting normal and pneumonia images so that the model learns to classify both images.  



13 | P a g e  

  

4.2.4. Average Image  

   
Figure 7: Average image 

The average of images was calculated from all images. Pixel values of each image were converted 

into a matrix so that operations of images may be possible. Average values of each pixel were 

calculated in all observations. Visually looking at the two pictures there is a slight difference 

between pneumonia and normal. The pneumonia patient image has a larger lighter area than 

normal.  

4.2.5. Contrast Between Average Images  

  

Figure 8: Contrast between average Images 

By using an average of images, we computed the contrast between pneumonia and normal image 

to show the difference between the two averages. We subtracted the average of pneumonia from 

an average of normal images to get their contrast.  The lighter space in the image shows the 

difference. This means that pneumonia images and normal images differ in terms of image 

structure.  
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4.2.6. Variability  

   

Figure 9: Standard deviation of images 

We used standard deviation to show which image is most valuable. It was calculated as the mean 

deviation of each pixel from the mean. Visually an image of a pneumonia patient, there is more 

variability different from normal images where a clearer image of the thorax is slightly visual.  

There is a clear difference between normal and pneumonia x-ray images whether by image 

representation, average, and standard deviation of image. Therefore, we can build a model to 

differentiate between normal and pneumonia x-ray images. Because of class imbalance we used 

methods of weighting class to increase the weight of the minority class.  

4.2.7. Validation Dataset  

Table 4: Diseases Distribution 

Diseases  Frequency  

Infiltration            19894  

Effusion                13317  

Atelectasis             11559  

Nodule                   6331  

Mass                    5782  

Pneumothorax             5302  

Consolidation            4667  

Pleural Thickening       3385  

Cardiomegaly             2776  

Emphysema                2516  

Edema                    2303  

Fibrosis                 1686  

Pneumonia                1431  

Hernia 227 

No finding 60361 

The national institute of health (NIH) dataset was composed of images with 14 different thorax 

diseases and another class of health images. It was not well cleaned as the hospital data are. Using 
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the NIH dataset, we can know how the model can predict the different datasets. The table below 

shows the distribution of disease in an NIH dataset.  

The dataset includes the number of thorax diseases such as Infiltration with 19894 images, 

Effusion with 13317 images, Atelectasis with 11559 images, Nodule with 6331 images, Mass with  

5782 images, Pneumothorax with 5302 images, Consolidation with 4667 images, Pleural  

Thickening with 3385 images, Cardiomegaly with 2776 images, Emphysema with 2516 images, 

Edema with 2303 images, Fibrosis with 1686, Pneumonia with 1431 images, Hernia with 227 

images, No finding or normal images with 60361 images, some images was having more than one 

diseases and 60361 was only images without any presence of any 14 diseases.  

  

Figure 10: Class distribution by gender 

Our interest is pneumonia and normal images, therefore we selected only images with pneumonia 

diseased and normal categories, this figure shows the big difference between normal and 

pneumonia images, therefore there is a class imbalance in both gender.   

4.2.8. Position of images  

  
Figure 11: Position view of images 

The NIH dataset has images with a two-position view anterior-posterior (AP) and posterioranterior 

(PA). The view position can affect any shape of images, so in the analysis, we have separated 
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images by view position to understand any effect on classification. As in another dataset of 

training, we only have one position view AP.  

4.2.9. Age distribution of patients  

  
Figure 12: Age Distribution of patients 

The NIH dataset has images of patients with ages from 0 to 100 years old which is different from 

the training dataset which has only images of 0 to 5 years old. Therefore, using the NIH dataset to 

validate the model will help us to know how a model will predict the patients of different ages 

regardless that it was trained on younger patients’ images.  

4.3. Data Preprocessing  

4.3.1. Training dataset  

We had images in three folders train, test, and validation which we added to the training set, for 

we used another dataset for validation. Then we imported data from directories of kaggle and 

resized the images to have the same size of 224 by 224. We created a list with images and classes, 

after that we separated the images column from the classes column. To make any operation 

possible like data augmentation, the list of images and list of classes were converted to numpy, 

this preprocessing was also applied to the test set with normalization to have the same format.  

4.3.2. Data augmentation   

We augmented data to change the image view so that we might have different variability so that 

the model may learn all possible varieties of images. First, we rescale images by 1/255, we used a 

shear range equal to 0.2, zoom range equal to 0.2, horizontal flip we made it false, brightness range 

of [0.2, 1.0], and validation split of 0.2.  



17 | P a g e  

  

4.3.3. Validation dataset (NIH data)  

We performed different transformations on this dataset to have the same format as the data used 

to train a model. First, we have selected two classes from 15 classes, normal and pneumonia 

images. We removed people with an age older than 100 years old. We deleted all other variables 

and remained with 5 columns which are image path and classes with image index, gender, age, 

and position view. Because of class imbalance, there was a large number of normal images than 

pneumonia images, therefore we sampled some number of normal images equal to 1,207 which is 

2 percent of all images, and pneumonia images equal to 1430.   

When we used some images to predict. Later we found that the position view of images was 

affecting the prediction. Then we selected normal images with a position view of the Posterior 

Anterior, for pneumonia with a position view of the Anterior-posterior. After that, we remained 

with the dataset of 793 normal images, and 800 pneumonia images. Then we read the images from 

a directory, resized images to 224 by 224, transformed images into numpy array and rescaled the 

images by 1. /255.  
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Chapter 4: Methodology   
4.1. Study Design  
We inputted chest x-ray images transformed to the same scales and augmented them to have image 

varieties. Then we trained the model to classify diseased and healthy x-ray images. To validate 

model generalizability, we inputted x-ray images from another dataset to test its generalizability 

to new data.  

  

Figure 13: Conceptual framework 

4.2. Methods   

We used a convolution neural network and DenseNet201 as defined in Chapter 1. CNN structure 

was composed of 5 blocks, each block has two convolution layers, we applied Batch 

Normalization and dropout rate different at each layer, max-pooling of 2 by 2, a stride of 3 by 3, 

filters from 16 to 512 same filter by block, and used sigmoid activation function to classify into 

two classes. We optimized the model with Adam optimizer and used different learning rates 

between 0.000007 to 0.01 but the best is 0.0005. We used binary cross-entropy as a loss function. 

We used accuracy as a metric.  We fitted the model with 55 epochs and 256 batch sizes.   

CNN requires a big dataset for better accuracy. Because our dataset is not large, we also used a 

pre-trained model, which initially was trained on a big dataset to increase the model performance. 

Therefore, we used DenseNet201 pre-trained before, and we trained only the fully connected layer, 

so we used DenseNet201 architecture until its last convolution layer. Then we added 3 dense layers 

with nodes from 256, 128, and 64. And we used the dropout rate to reduce overfitting with a rate 

of 0.2 and 0.3 respectively, and also we added the last layer with 1 dense node for binary 
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classification with a sigmoid activation function. We optimized the model with Adam optimizer, 

and we used different learning rates between 0.00001 to 0.0012 but the best is 0.0009. We used 

binary cross-entropy as a loss function. We used accuracy as a metric. We fitted the model with 

55 epochs and 256 batch sizes.   

The training dataset and validation dataset both have a class imbalance. Class imbalance affects 

overall model prediction probabilities to be biased toward the majority class. To avoid this case, 

we have used class weight balance methods to avoid any model bias toward the majority class. 

Class weight is calculated as the total number of samples in the dataset divided by the total number 

of samples in respective classes multiplied by the number of classes.   

 

The experiments were evaluated by accuracy to understand the number of cases rightly predicted. 

But accuracy is not a good metric in case there is class imbalance. F1-score was used as it helps 

to bring the balance between two classes and to reduce the effect of class imbalance, recall as 

sensitivity rate, and precision as positive predictive value. Confusion matrix to define the number 

of true positive, true negative, false positive, and false negative. Also, the threshold was used as a 

decision probability to split the classes. Different thresholds were used to learn the range of 

probabilities the model makes the right prediction with no false positive and false negative.  

To learn the interpretability and stability of the model Grad-CAM visualization was used to 

highlight the pixels' model used to classify a specific area of its location. Visualization of the 

model region of interest helps to interpret the success or failure of the model depending on the 

area of focus. Therefore, saliency maps help to diagnose the failure of the model [40].  
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Chapter 5: Experiments and results  
This section contains all the experiments and results performed. We will use different metrics to 

define success such as accuracy, recall, precision, F1-score, and confusion matrix as defined in 

chapter 2, but our emphasis is F1-score and confusion matrix as both account for imbalanced 

classes. The performance metrics for train, testing, and validation on the different datasets are 

presented in tables, figures, and saliency maps to visualize the region of interest.   

5.1. Performance Metrics  

Table 5: Performance Metrics 

Model  Dataset  Accurac 

y (%)  

Precision 

(%)  

Recall 

(%)  

F1- 

score   

Train 

accuracy 

(%)  

DenseNet201  Children data  
   

94.39  94.04  97.17  95.58  98.49  

CNN  93.26  92.64  96.92  94.73  97.0  

 DenseNet201  

   

   

   

   

   

   

   

NIH prediction       

< 20 Years of 

Age  

87.93  85.05  98.66  91.35     

< 30 Years of 

Age  

93.13  90.47  98.44  94.29     

all ages  84.16  76.9  98.25  86.26     

Gender        

Male  85.57  78.79  98.92  87.71     

Female  85.42  78.52  97.33  86.92     

CNN  

   

   

   

   

   

 NIH prediction        

< 20 Years of 

Age  

86.61  82.95  97.33  89.57     

< 30 Years of 

Age  

89.75  86.3  97.93  91.75     

all ages  84.78  77.62  97.125  86.28     

Gender        

Male  88.91  83.95  97.4  90.18     

   

   
Female  82.11  74.31  96.74  84.06     

DenseNe201       Another 

position view of 

images AP on 

normal and PA  

on pneumonia  
   

33.24  44.18  50  46.91     

CNN                 34.034  43.87  34.15  38.39     
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The model was trained on 89 percent of the data to learn to detect pneumonia with chest x-ray 

images, and 11 percent was used to test the generalizability of the model to the unseen data. When 

the model performs better on the training set but differently with lower performance metrics on 

the test set the model overfits. To reduce model overfitting different methods were used to avoid 

it. Different class weight was applied by each class, with the minority higher weight which is the 

normal class equal to 1.94, and with the majority class low weight which is equal to 0.67 to 

increase the weight of the small class and to penalize the weight of the higher class. Other methods 

such as data augmentation, learning rate, dropout rate, batch normalization, and regularizers were 

used to reduce model overfitting.  

The DenseNet201 model accuracy on the test set is 94.39, precision is 94.04 percent, recall is 

97.17, F1-score is 95.58, while training accuracy was 98.49 percent, CNN model accuracy is 93.26 

percent, precision is 92.64 percent, recall is 96.92 percent, F1-score is 94.73, while training 

accuracy was 97.0 percent.   

One of the objectives is to test the generalizability of our model to the different data, we used 

images from the NIH dataset to make the prediction. The DenseNet201 model prediction on the 

patient with less than 20 years old accuracy is 86.61 percent, precision is 85.05 percent, recall is 

98.66 percent, and F1-score is 91.35. On patients less than 30 years of age accuracy is 93.13 

percent, precision is 90.47 percent, recall is 98.44 percent, and F1-score is 94.29. For all patients 

accuracy is 84.16 percent, precision is 76.9 percent, and recall is 98.25 percent.   

CNN model prediction on patients with age less than 20 years’ accuracy is 87.2 percent, precision 

is 82.95 percent, recall is 97.33 percent and F-1 score is 89.57 percent. In patients with age, less 

than 30 years’ accuracy is 89.75 percent, precision is 86.3 percent, recall is 97.93 percent and F-1 

score is 91.75 percent. On patients of all age groups, accuracy is 84.78 percent, precision is 77.62 

percent, recall is 97.125 percent and F-1 score is 86.28 percent.  

The DenseNet201 model prediction on male patient accuracy is 85.57 percent, precision is 78.79 

percent, recall is 98.92 percent, and F1-score is 87.71. On female patients accuracy is 85.42 

percent, precision is 78.52 percent, recall is 97.33 percent, and F1-score is 86.92. CNN model 

prediction on male patient accuracy is 88.91 percent, precision is 83.95 percent, recall is 97.4 

percent, and F1-score is 90.18. On female patients accuracy is 82.11 percent, precision is 74.31 

percent, recall is 96.74 percent, and F1-score is 84.06.  
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The model performance on a set of images selected with anterior-posterior (AP) position view of 

normal images, and posterior-anterior (PA) position view of pneumonia images had prediction 

with an accuracy of 33.24 percent with the DenseNet201 model and 34.03 percent with the CNN 

model. It is not a better prediction, for that reason, another position view was used PA on normal 

and AP on pneumonia which had a better prediction.  

  

Figure 14: a: Trace plot of DenseNet201 b: Trace plot of CNN 

The model to make the right prediction must converge. We know it by observing the trace plot of 

model loss, our model trace plot converged when the loss reaches its minimum state and does not 

decrease any more. both CNN and DenseNet201 model as shown in figure 14 has reached their 

minimum loss, therefore have converged.   

5.2. Confusion matrix by model and dataset  

  

Figure 15: c: Children data set DenseNet201  d: Children data set CNN 

Figure 15 shows the confusion matrix as the representation of true negative, false positive, false 

negative, and true positive. DenseNet201 model prediction on the test set out of 234 normal images 

210 were correctly predicted, 24 were incorrectly predicted to be pneumonia, out of 390 

pneumonia images 379 were correctly predicted but 11 were incorrectly predicted to be normal. 
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CNN model prediction on the test set out of 234 normal images 204 were correctly predicted, 30 

were incorrectly predicted to be pneumonia, out of 390 pneumonia images 378 were correctly 

predicted but 12 were incorrectly predicted to be normal.  

5.2.1. Confusion matrix of DenseNet201 model prediction with NIH data  

5.2.1.1. Stratified by age  

  

Figure 16: e: Less than 20 years old  f: less than 30 years old  g: all age group 

5.2.1.2.Stratified by gender  

  

  

Figure 17: h: Male  i: Female  

These are the confusion matrices of model prediction on the NIH dataset, we predicted by age 

groups according to figure 16 to learn how models behave to different age groups and by gender 

in figure 17. DenseNet201 model prediction on the patient with less than 20 years of age out of 41 

of normal images 28 were correctly predicted, 13 were incorrectly predicted to be pneumonia, out 

of 75 of pneumonia images 74 were correctly predicted but 1 was incorrectly predicted to be 

normal. On the patient with less than 30 years of age out of 142 normal images, 122 were correctly 

predicted, 20 were incorrectly predicted to be pneumonia, and out of 193 pneumonia images 190 

were correctly predicted but 3 were incorrectly predicted to be normal. On all patients out of 778 

normal images, 542 were correctly predicted, 236 were incorrectly predicted to be pneumonia, and 
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out of 800 pneumonia images 786 were correctly predicted but 14 were incorrectly predicted to be 

normal.  

With male patients Out of 425 normal images, 302 were correctly predicted, 123 were incorrectly 

predicted to be pneumonia, and out of 462 pneumonia images 457 were correctly predicted but 5 

were incorrectly predicted to be normal. In female patients Out of 341 normal images, 251 were 

correctly predicted, 90 were incorrectly predicted to be pneumonia, and out of 338 pneumonia 

images 329 were correctly predicted but 9 were incorrectly predicted to be normal.  

5.2.2. Confusion matrix of CNN model prediction with NIH data  

5.2.2.1. Stratified by age  

  

Figure 18: j: Less than 20 years old  k: less than 30 years old  l: all ages 

5.2.2.2. Stratified by gender  

  

Figure 19: m: Male  n:  Female 

Convolutional neural network (CNN) model prediction on the patient by age according to figure 

18, patient with age less than 20 years of age out of 52 of normal images 37 was correctly predicted, 

15 were incorrectly predicted to be pneumonia, out of 75 of pneumonia images 73 were correctly 

predicted but 2 were incorrectly predicted to be normal. CNN model prediction on the patient with 

less than 30 years of age, out of 139 normal images 109 were correctly predicted, 30 were 

incorrectly predicted to be pneumonia, out of 193 pneumonia images 189 were correctly predicted 

but 4 were incorrectly predicted to be normal. CNN model prediction on the patient of all age 
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groups out of 823 normal images 559 was correctly predicted, 224 were incorrectly predicted to 

be pneumonia, out of 800 pneumonia images 777 were correctly predicted but 23 were incorrectly 

predicted to be normal.  

Figure 19 shows the confusion matrix of the CNN model by gender. Confusion matrix of CNN 

model of male patients out of 422 normal images, 336 were correctly predicted, 86 were 

incorrectly predicted to be pneumonia, out of 462 pneumonia images 450 were correctly predicted 

but 12 were incorrectly predicted to be normal. With female patients out of 355 normal images, 

242 were correctly predicted, 113 were incorrectly predicted to be pneumonia, and out of 338 

pneumonia images 327 were correctly predicted but 11 were incorrectly predicted to be normal.  

5.3. The threshold where the model is super confident  

5.3.1. DenseNet201 model  

Figure 20 shows the Confusion Matrix of the DenseNet201 model by threshold. We have tried 

different thresholds the lower and higher between 0.0005 and 0.99999985 where the model makes 

the right prediction and there is no false negative and false positive in that range of probabilities.  

With the DenseNet201 model, we have found that when the model predicts with a probability 

above 99.999985 percent and probability below 0.0005 percent, the model prediction fall in that 

probability range there is 100 percent confidence that there is no false positive and false negative. 

Therefore, by summing 136 true negatives to 209 true positives equal to 345 correctly predicted 

out of 624 images, the model without any intervention of radiologists would reduce 55 percent of 

the caseload of radiologists and only intervenes for 45 percent of the patient. This is the confusion 

matrix of a threshold above 99. 999985 percent and achieved an F1-score of 69.78, the threshold 

above 0.0005 had an F1-score equal to 88.84.       

                       
Figure 20: o: Threshold greater 0.99999985 p: threshold greater than 0.000005 
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5.3.2. CNN model   

  

 Figure 21: Figure 21: q: threshold greater than 0.999999 r: threshold greater than 0.01 

Figure 21 shows the Confusion Matrix of the CNN model by threshold. With lower and higher 

thresholds at threshold greater than 0.999999 F1-score equal to 64.74 and threshold greater than 

0.01 F1-score equal to 86.09. By using the CNN model the prediction probabilities in the range 

between 0.001 to 0.999999 need the radiologist intervention for in that range there is a false 

positive and false negative. If the model prediction probability does not fall in that range, the model 

is highly confident and is correct for the prediction. The model can accurately or efficiently 

diagnose pneumonia without error. Therefore, by summing 108 true negatives and 170 true 

positives equal to 278 correctly predicted out of 624 images,  the model will reduce 44.55 percent 

of the caseload to the radiologist only will intervene for 55.55 percent of patients.  

5.4. Saliency maps  

5.4.1. The saliency of DenseNet201 in Children Dataset test set  

5.4.1.1. Correctly predicted   

  

Figure 22: Pneumonia and predicted pneumonia 



27 | P a g e  

  

  

Figure 23: Actual normal but predicted normal 

We used Grad-CAM to visualize saliency maps. They are presented by model and dataset. The 

probability of predicting pneumonia increases when the model is focusing on the central middle 

of the chest. The model predicted those images to be pneumonia because it has been highlighted 

in the middle of the chest, and predicted normal images because there is no highlight in the middle 

of the chest.  

5.4.1.2. Incorrectly predicted  

  

Figure 24: Actual pneumonia but predicted Normal 

The model lost focus to the wrong pixels which are not the middle of the chest, therefore it was 

predicted incorrectly.  

5.4.2. Saliency map of DenseNet201 model prediction with NIH data  

5.4.2.1. Correctly predicted   

  

Figure 25: Normal and predicted Normal 
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Figure 26: pneumonia and predicted Pneumonia 

The probability of predicting pneumonia increase when the model is focusing on the central middle 

of the chest. The model predicted those images to be normal because there is no highlight in the 

middle of the chest.  

5.4.2.2. Incorrectly predicted  

  

Figure 27: Normal but predicted Pneumonia 

  

Figure 28: Pneumonia and predicted normal 

The saliency maps fail to mark the correct pixels, they are not incorrectly classified in figure 27, 

the normal images are incorrectly classified as sick because there is a center-right marker, and in 

figure 28, the model failed to extract the pixels showing pneumonia presence.  

5.4.3. The saliency map of the CNN model in the Children Dataset test set  

5.4.3.1. Correctly predicted   

  

Figure 29: pneumonia and predicted pneumonia 
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Figure 30: Actual normal predicted normal 

The saliency map shows the presence of pneumonia by highlighting the middle of the chest. When 

the saliency maps highlighted other regions instead of the middle of the chest there is no presence 

of pneumonia.  

5.4.3.2. Incorrectly predicted  

  

Figure 31: Actual normal but predicted pneumonia 

5.4.4. Saliency map of CNN Model Prediction with NIH data  

5.4.4.1. Correctly predicted   

  
Figure 32: Pneumonia and predicted pneumonia 

  

Figure 33: Actual normal and predicted normal 
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5.4.4.2. Incorrectly predicted  

  

Figure 34: Actual normal but predicted pneumonia 

The saliency maps help us show visually whether the pixel model based on to predict the presence 

of the disease is correct. As explained in the figures above when the saliency maps in the middle 

right of the chest are marked, there is pneumonia. But if there is no marking and is all over the 

picture there is no presence of pneumonia.  
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5.5. Sensitivity Analysis  

Sensitivity analysis is the method of analyzing the variability of the model by modifying different 

parameters to assess the robustness of the model. The sensitivity analysis was examined by 

modifying the learning rate to optimize the model and we trained the model at different times to 

assess the change in model performance. Each change was calculated and all the results for each 

learning rate, mean and standard deviation, and confidence interval were recorded to understand 

the stability and variability of the model. Table 6 bellows contain all the results.   

Table 6: DenseNet201 model with different learning rates on test Metrics. 

learning rate  Accuracy  Recall  Precision  F1-score  Training Accuracy  

0.00001  91.51  99.74  88.21  93.62  99.9  

0.00009  94.55  98.21  93.41  95.75  99.7  

0.0001  94.55  98.97  92.79  95.78  99.7  

0.0002  94.55  99.23  92.58  95.79  99.2  

0.0005  94.07  99.23  91.92  95.44  99.0  

0.0009  94.39  97.17  94.04  95.59  98.5  

0.001  92.63  98.97  90.19  94.38  98.3  

0.0012  94.87  94.62  97.11  95.84  97.6  

Average  93.89  98.27  92.53  95.27  99.0  

Standard deviation  1.19  1.67  2.64  0.82  0.8  

margin of error  0.99  1.40  2.20  0.69  0.7  

lower bound  92.90  96.87  90.33  94.59  98.3  

upper bound  94.88  

 

99.67  94.73 
 

99.7  

 

We trained the DenseNet201 model with different learning rates from 0.00001 to 0.0012 the model 

changes by learning rate at a low level as the standard deviation shows. On average accuracy is 

equal to 93.89 percent and varies by 1.19 standard deviation and the 95 percent confidence interval 

falls between 92.90 and 94.88 percent. On average recall is equal to 98.27 percent, varies by 1.67 

percent of standard deviation, and 95 percent confidence interval falls between 96.87 and 99.67 

percent. On average precision equal to 92.53, varies by 2.64 percent of standard deviation, and the 

95 percent confidence interval falls between 90.33 and 94.73. On average F1-score equal to 95.27, 

varies by 0.82 standard deviations, and the 95 percent confidence interval falls between 94.59 and  

95.96   
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95.96. On average training accuracy is equal to 99.0 percent, varies by 0.8 standard deviations, 

and 95 percent confidence interval falls between 98.3 and 99.7 percent.    

 Table 7: CNN model with different learning rate 

learning rate  Accuracy  Recall  Precision  F1-score  Training Accuracy  

0.00007  92.15  92.05  95.23  93.61  94.2  

0.00009  91.99  97.44  90.48  93.83  96.5  

0.0001  89.42  98.97  86.16  92.12  95.9  

0.0003  93.59  93.85  95.81  94.82  97.3  

0.0005  93.27  96.92  92.64  94.74  97.0  

0.0007  91.83  97.43  90.26  93.71  96.3  

0.0009  90.06  96.92  88.32  92.42  96.0  

0.0012  90.71  98.46  88.07  92.98  97.3  

0.01  90.38  88.92  96.67  92.63  94.8  

average  91.49  95.66  91.51  93.43  96.1  

Standard deviation  1.44  3.36  3.77  0.97  1.1  

margin of error  1.10  2.58  2.89  0.74  0.8  

lower boundaries  90.38  93.08  88.62  92.69  95.3  

Upper boundaries  92.59  98.24  94.41  94.17  97.0  

We trained a convolutional neural network (CNN) model with different learning rates from 

0.000007 to 0.01 the model changes by learning rate at a low level as the standard deviation shows. 

The results in table 7 show that on average accuracy is equal to 91.49 percent and varies by 1.44 

standard deviation and the 95 percent confidence interval falls between 90.38 and 92.59 percent. 

On average recall is equal to 95.66 percent, varies by 3.36 percent of standard deviation, and 95 

percent confidence interval falls between 93.08 and 98.24 percent. On average precision is equal 

to 91.51 and varies by 3.77 percent of standard deviation and the 95 percent confidence interval 

falls between 88.62 and 94.41, on average F1-score is equal to 93.43, which varies by 0.97 of 

standard deviation, and the 95 percent confidence interval falls between 92.69 and 94.17. On 

average training accuracy is equal to 96.1 percent, varies by 1.1 standard deviations, and 95 percent 

confidence interval falls between 95.3 and 97.0 percent.  
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Figure 35: DenseNet201 learning rate by F1-score 

  

Figure 36: CNN learning rate by F1-score 

Visually, as the two figures (figure 35 and figure 36) above show, changes in learning rate do not 

change much F1-score metric on both models, figures show stability by changing the learning rate 

parameter. Then DenseNet201 and CNN have stability because the parameter change does not 

change much in the performance measurements, especially in the F1-score.  
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Chapter 6: Discussion  
The pneumonia detection model was developed by using chest x-ray images. First of all, we started 

with the following research questions: does the trained model detect pneumonia efficiently? 

Secondly, does the convolutional neural network (CNN) model have better accuracy than 

pretrained models? At which range of predictions probabilities does the model make the right 

prediction? Thirdly does the model generalize better to new data? when does the model generalize 

better?  

CNN and DenseNet201 models were used to answer those questions. The DensetNet201 model 

was able to predict accurately on test set images with F1-score equal to 95.59 and with 95 percent 

confidence that by changing model parameter F1-score falls between 94.59 and 95.96. This means 

that model can detect approximately 96 out of 100 patients. Therefore, the model will efficiently 

make the right classification only if it fails on 4 patients, the number of false-positive was 24 which 

is higher than false-negative equal to 11. Based on the fact that the number of false-negative is 

lower, the model was able to recognize much better those who have pneumonia which is our main 

goal.   

CNN model was almost equal to DensetNet201 on test set images with F1-score equal to 94.74, 

with 95 percent confident that by changing model parameter F1-score falls between 92.69 and 

94.17 and was able to detect pneumonia approximately 95 out of 100 patients model make 

efficiently right predictions, and fail on 5 patients, the number of false-positive is 12, the number 

of false-negative equal to 30. Both DenseNet201 and CNN detect pneumonia at a higher score and 

do not vary a lot with changes in model parameters. Therefore, the models are efficient and stable 

to detect pneumonia.  

The second research question is, does our model make better predictions? And at which range of 

probabilities, does the model make the right prediction and have no false predictions? As long as 

the model could be deployed in the health system it is important to know the probabilities where 

the model makes the right predictions without the radiologists' intervention. With DenseNet201 

when we have above 99.999985 percent probabilities all cases model predicted pneumonia with 

no false positive. Below 0.0005 percent probability, all cases model predicted normal with no false 

negative. The only radiologist would intervene if model predictions fall between 0.0005 and  
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99.999985 percent. Therefore, 55 percent of the caseload of patients to the radiologists would be 

reduced.  

With the CNN model when the probability falls Between 0.01 and 0.999999, the model could 

make the right prediction mixed with a false positive and false negative. So this is where the 

intervention of radiologists comes in as the model predictions are not always accurate in that range. 

But below 0.01 all instances are normal and above 0.999999 all instances are pneumonia. 

Therefore, the model will reduce 44 percent of the caseload to the radiologist only will intervene 

for 56 percent of patients. DenseNet201 can reduce 55 percent and CNN reduces 45 percent of the 

caseload. DenseNet201 outperforms CNN by almost 10 percent above the number of caseload 

reduction.  

The third research question is, does the model generalize better to new data? when does the model 

generalize better? we used another dataset to test the model generalizability to new data and we 

obtained good accuracy in almost all groups of patients, the patients with age less than 20 years 

DenseNet201 model is F1-score equal to 91.56, CNN model is 89.57, on patients of age less than 

30 DenseNet201 model is accurate approximately with F1-score equal to 94.29, CNN model is 

91.75, on all patients, DenseNet201 model was able to classify images accurately with F1-score 

equal to 86.28, CNN model with F1-score equal to 86.29.    

DenseNet201 model predictions on male patients F1-score equal to 87.71 while on female patients 

equal to 86.92, and CNN model predictions on male patients F1-score equal to 90.18 while on 

female patients equal to 84.06. Therefore, DenseNet201 can generalize better to new data as it can 

predict well to the validation dataset and makes better predictions with patients below 30 years old 

age while it was trained on images of patients of age less than 6 years old.   

Whether DenseNet201 and CNN model, their model predictions on validation datasets vary by 

age, and the CNN model varies by gender.  The shape, quality of image, and age of patients can 

influence the prediction, the bad quality of images which is not clear confuses the model and does 

not make the right predictions, the model predicted better the younger ages than older patients. 

DenseNet201and CNN models predict higher F1-score, are stable, has better generalizability to 

the new data especially younger age, with good shape and quality images, but DenseNet201 

outperforms the CNN model. The DenseNet201 made a better prediction to the test data and 
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validation dataset, therefore the model can generalize better to a different dataset, is more reliable, 

and the model likely deploys in real-life, especially to a younger age.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



37 | P a g e  

  

Chapter 7: Conclusion and Recommendations.  
7.1. Conclusion  

Pneumonia is a killing disease but if patients receive better treatment is recoverable. Therefore, 

our research is a benefit to the method of diagnosis already existing that could shape the 

methodology of pneumonia disease diagnosis. To bring faster, more effective solutions for 

pneumonia disease.  To reduce caseload for radiologists 44 percent of reduction with the CNN 

model, and 55 percent of reduction with the DenseNet201 model mostly in developing countries 

where the number of pneumonia patients is high and death is still high. The model developed is 

reliable and trustworthy to provide solutions in pneumonia detection.   

7.2. Recommendations.  

We recommend health institutions integrate this system of computer-aided diagnosis in the 

hospitals to help and support radiologists for better decision-making on pneumonia treatment. We 

recommend health hospitals record quality and clear x-ray images electronically to facilitate the 

development of more quality models to detect pneumonia. Future research would address the 

Covid-19 detection with chest x-ray using machine learning techniques, to detect cancer, 

pneumonia, and tuberculosis with chest x-ray images using machine learning techniques.  
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